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Abstract

This paper proposed a new Randomized Response Group Testing (RRGT) model that
estimates proportion of people characterizing a sensitive variable under study. Simple random
sampling with replacement, binomial probability distribution and maximum likelihood were
used as randomization procedure, sampling model and estimation technique, respectively.
The distributional properties (expectation and variance) of the proposed estimator, efficiency
comparison of the model with some existing models, and numerical illustration of all the
competing models were also explored. The study found that the developed model outperformed
competing existing orthodox RRMs and earlier RRGT model in terms of efficiency, privacy
protection and it is economically advantageous.

Keywords: Randomised response; group testing; binomial probability distribution; maximum likelihood.
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1 Introduction

Noise is intrinsic and inevitable in survey exercises. When noise/disturbance arises due to sensitive
nature of the survey question(s), randomised response theory invented by [1] gives a setting to
construct techniques where these problems become well posed. To obtain estimator of specific
quality (say, efficiency) and computational advantage (ease of mathematical workloads), measurement
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noise is often assumed to follow Gaussian distribution in a wide range of applications [2]. The
conventional method of data collection usually employed in ordinary statistical surveys, may suffer
a surprising failure when applied on noisy data without choosing appropriate values for parameters
to minimize the noise because obtaining truthful responses is challenging in all types of surveys,
particularly, when sensitive subject matters are being investigated. Sensitive variables such as
raping, sexual assault, pilfering etc are thought to be threatening to respondents [3]. In Randomised
Response (RR) design, a yes-answer does not imply admission of guilty. Consequently, Randomised
Response Model reduce non-response and response bias, increase cooperation and ensures absolute
protection of privacy.

Warner[1] technique requires every person in a population be partitioned into two mutually exclusive
and exhaustive groups (say, sensitive group S and non-sensitive group S′). The objective is to
estimate π (the proportion of respondent belonging to the sensitive group). The unbiased maximum
likelihood estimator of π (proportion of sensitive group in the population) is:

π̂w =
no
n
− (1− p)
2p− 1

=
λ̂− (1− p)

2p− 1
, with p 6= 1

2
; λ̂ = no

n
(1.1)

and variance

V ar(π̂w) =
πs(1− πs)

n
+

p(1− p)
n(2p− 1)2

(1.2)

Subsequently, [4], [5], [6], [7] were few among several attempts (in theory and application), with
similar objective, aimed at improving the efficiency and effectiveness of Warner’s RRM, observed
in literature. Another popular work is [8] improved two-step procedure, an optimization of [9],
instructed respondent to answer yes if he or she is a ∈ Us, otherwise use Warner’s design. In this
case, the proportion of yes-answers is obviously contaminated with magnitude

λ = π + (1− π)(1− p). (1.3)

Hence, impartial estimator of the population proportion is given by

π̂m =
λ̂− (1− p)

p
=

no
n
− 1 + p

p
(1.4)

where λ̂ = no
n

is the remarked proportion of yes-responses with

V ar(π̂m) =
λ̂(1− λ̂)

np2
=
π(1− π)

n
+

(1− p)(1− π)

np
. (1.5)

Group Testing (GT) is a sampling scheme where concurrent readings are recorded for a cluster of
units instead of obtaining measurements on individuals ([10], [11] [12]). The reading is often taken
to be binary, with a positive test signifying the appearance of at least a positive units in the cluster.
This (GT) sampling strategy provides significant benefits such as reduction in the classification cost
of all elements of a universe in consonance to whether or not they carry a certain characteristics
when the incidence rate is infinitesimal or rare. That is, introducing group testing in RR survey
makes the cost of survey becomes cheaper and the respondents’ privacy protected. GT begins with
the presupposition that survey units, whose replies are identically and independently Bernoulli (π)
random variables, can be merged into clusters of size k > 1 (k can be equal or unequal). GT requires
selecting a srs of m groups, each of size k and from each observed cluster, select one individual to
examine whether it is negative or not. If the observed element from a given cluster is negative, we
discard the whole class and select another cluster for testing. Supposing all responses are truthful,
the size of positive categories recorded, say L, has a binomial probability density function with
parameters m, 1− (1− π)k. Under the GT model, the MLE of π is:

π̂gt = 1−
(

1− L

m

) 1
k

(1.6)
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where
π = population proportion of units having the ignominious trait,
m = number of batch being appraised, and
n = number of units belonging to m clusters each of size k.

[10] incorporated GT into Randomised Response Technique (RRT) using [1] RR model. The derived
model possessed the protection/confidentiality property of the RR model, as well as the economic
advantage (cost reduction) of the GT model. [10] estimator under Warner design is

π̂wg =
p−

(
1− L1

m

) 1
k

2p− 1
(1.7)

with variance

V ar(π̂)wg =
1

(2p− 1)2

[(
k−1

m

)2

V ar(L1) +

{
D1

2m2

}2

V ar(L2
1)− 2

{
D2

2m3

}2

Cov(L1, L
2
1)

]
(1.8)

where,
D1 = k−1

(
k−1 − 1

)
,

D2 = k−2
(
k−1 − 1

)
,

V ar(L1) = E(L2
1)− E2(L1),

V ar(L2
1) = E(L4

1)− E2(L2
1) and

Cov(L1, L
2
1) = E(L3

1)− E(L1)E(L2
1).

Other sophisticated works on RRGT-models are: Two-stage randomised response group-testing
model [11], M-stage hierarchical group testing model for estimating the occurrence of rare Multiple
traits in a finite population [12]. This paper aimed at developing a robust and more efficient
randomized response group testing model that performs better than existing conventional RRMs
and frontier RRGT models.

2 Methodology

This study incorporates group testing (GT) method to the randomized response (RR) design
suggested by [8]. First, the whole population (of size N) is divided into M homogeneous subgroups
(equal group size k(k ≥ 2)), based on some prior or auxiliary information which assumed available
to the researcher. Suppose an investigator is interested in estimating the proportion of students
who used Tyramadol in a College, student academic performance based on cumulated grade point
average (CGPA) can be used for stratification factor such that students in the same group belong
to same homogeneous category of CGPA. Then, a simple random sample of m-groups are selected
from M homogeneous groups from which a response is recorded according to Mangat randomized
response technique. By following Mangat’s method, the sensitive question under study is put
before everyone in the group with randomization device unobserved by the interviewer and thus the
individual’s privacy is maintained. Assuming there are no reporting errors, the number of sensitive
trait groups observed, say L , has a binomial distribution with parameters m and πk where

πk = 1− [1− {πmg + (1− p)(1− πmg)}]k (2.1)

By using the method of moments for the Mangat RR-GT model

π̂k =
L

m
(2.2)
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Putting (2.1) in (2.2) gives the following results

1− [1− {πmg + (1− p)(1− πmg)}]k =
L

m

1− πmg − (1− p)(1− πmg) =

(
1− L

m

) 1
k

p− pπmg =

(
1− L

m

) 1
k

which finally gives

π̂mg =
p−

(
1− L

m

) 1
k

p
; p 6= 0 (2.3)

The estimator πmg can be expanded or approximated by the binomial expansion as:

π̂mg = 1−

 1− k−1
(

L
m

)
+

k−1(k−1−1)
2

(
L
m

)2
− k−1(k−1−1)(k−1−2)

6

(
L
m

)3
+

k−1(k−1−1)(k−1−2)(k−1−3)
24

(
L
m

)4
p


(2.4)

Neglecting the terms having the power of L
m

more than 2 in (2.4), the variance of estimator πmg
can be approximated as

V ar(π̂mg) ≈
1

p2
V ar

[
−k−1

(
L

m

)
+
k−1(k−1 − 1)

2

(
L

m

)2
]

(2.5)

This is equivalent to

V ar(π̂)mg =
1

p2

[(
k−1

m

)2

V ar(L1) +

{
D1

2m2

}2

V ar(L2
1)− 2

{
D2

2m3

}2

Cov(L1, L
2
1)

]
(2.6)

where,
D1 = k−1

(
k−1 − 1

)
,

D2 = k−2
(
k−1 − 1

)
,

V ar(L1) = E(L2
1)− E2(L1) = mπg(1− πg +mπg)− [mπg]

2,
V ar(L2

1) = E(L4
1) − E2(L2

1) = mπg(1 − 7πg + 7mπg + 12π2
g − 18mπ2

g + 6m2π2
g − 6π3

g + 11mπ3
g −

6m2π3
g +m3π3

g)− [mπg(1− πg +mπg)]
2 and

Cov(L1, L
2
1) = E(L3

1)−E(L1)E(L2
1) = mπg(1−3πg+3mπg+2π2

g−3mπ2
g +m2π2

g)− [mπg][mπg(1−
πg +mπg)].

2.1 Efficiency comparison

The proposed Mangat RRGT model is compared with Direct Questioning Technique (DQT), [8]
RRM and Warner’s RRGT model developed by [10] using Mean Square Error (MSE) criterion and
validated with an artificial data. Note that Warnar, Mangat, Kim and Heo, and the proposed
estimators are unbiased, then the criteria will be limited to variance comparison. Elementary
statistical theory asserts that the variance of the estimate of proportion π is

V ar(π̂dqt) =
π̂s(1− π̂s)

n
(2.7)

Equation (2.7) is a special case of the [1] model for value of p = 1. The relative efficiency (RE) of
the proposed estimator (π̂mg) with respect to direct question approach is defined using (2.7) and
(2.6) as

RE(πdqt, πmg) =
V ar(π̂dqt)

V ar(π̂)mg
where p, πs ∈ [0, 1]. (2.8)
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Furthermore, the developed estimator is compared with conventional Mangat using (1.5) and (2.6)
and defined as

RE(πm, πmg) =
V ar(π̂m)

V ar(π̂)mg
∀ p, πs ∈ [0, 1]. (2.9)

Lastly, Warner-RRGT model developed by [10] is compared with the proposed Mangat-RRGT
technique using (1.8) and (2.6) as

RE(πwg, πmg) =
V ar(π̂wg)

V ar(π̂)mg
∀ p, πs ∈ [0, 1]. (2.10)

The proposed Mangat-RRGT model is more efficient than DQT, Mangat orthodox RRM and
Warner-RRGT models if and only if (2.8), (2.9) and (2.10) are each > 1. The tables and figures
showing the results are presented in the next section.

3 Results and Discussion

This section presents analysis of data and the discussions of results. The study generated the relative
efficiency for all values of π = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}; m = 20, 25 and 30 and group
size k = 2 (assumed equal for all clusters). The numerical results showing effect of varying design
parameter on the relative efficiency of the proposed RRGT versus DQT, original [8] and [10] models
are presented both in tabular form and graphically. Table 1 and Fig. 1. depict the efficiency of
the model over DQT. Table 3 demonstrates the relative efficiency of the model versus conventional
Mangat-RRM and the developed model efficiency against Warner-RRGT model propounded by
[10]. Fig.2 graphically illustrated Table 2, and the salient features of the results were discussed.

Table 1. Performance of the proposed Mangat-RRGT versus the Direct Questioning
Technique (DQT) when p = 1

π m = 20, n = 40 m = 25, n = 50 m = 30, n = 60

0.1 1.7792 1.7860 1.7907
0.2 1.6293 1.6340 1.6371
0.3 1.4978 1.5007 1.5026
0.4 1.3818 1.3832 1.3841
0.5 1.2788 1.2790 1.2792
0.6 1.1870 1.1863 1.1858
0.7 1.1048 1.1033 1.1023
0.8 1.0309 1.0288 1.0274
0.9 0.9643 0.9616 0.9599

From Table 1, for all sample of groups, that is, when m = 20, n = 40, m = 25, n = 50, and
m = 30, n = 60, with p = 1 for DQT, k = 2 and n = mk, the relative efficiency RE(π, πmg) is
greater than 1 and decreases as the value of π increases from 0.1 to 0.9. Thus, the proposed group
testing method performs better than DQT ∀ p ∈ [0.1, 0.8] which holds in most practical situations.
While a high level of randomisation parameter (p) may reflect the extent at which respondents
characterise the sensitive traits under survey, there is little practical application of p ≈ 1 in a real
life study of RR survey, since increase in randomization parameter decelerates the truthful response.
Hence, careful attention must be paid to the choice of p so as not to compromise quality information
and design effectiveness for model efficiency. As m increases from 20 to 30, there is a slight gain in
efficiency.
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Fig. 1. Efficiency of the proposed Mangat-RRGT versus the Direct Questioning
Technique (DQT)

Table 2. Performance of the proposed Mangat-RRGT versus the conventional
Mangat and Warner-RRGT RRMs

p π Mangat-RRGT vs Mangat Mangat-RRGT vs Warner-RRGT
m = 20, m = 25, m = 30, m = 20, m = 25, m = 30,
n = 40 n = 50 n = 60 n = 40 n = 50 n = 60

0.7 0.1 4.6080 4.6258 4.6378 2.7356 2.7453 2.7518
0.2 2.5092 2.5163 2.5211 2.5261 2.5321 2.5361
0.3 1.7824 1.7858 1.7881 2.3515 2.3547 2.3569
0.4 1.4025 1.4039 1.4049 2.2056 2.2068 2.2077
0.5 1.1637 1.1639 1.1641 2.0834 2.0832 2.0831
0.6 0.9971 0.9965 0.9961 1.9810 1.9799 1.9791
0.7 0.8728 0.8716 0.8708 1.8952 1.8934 1.8922
0.8 0.7758 0.7742 0.7731 1.8233 1.8211 1.8197
0.9 0.6975 0.6956 0.6943 1.7631 1.7608 1.7592

0.8 0.1 3.9853 4.0007 4.0111 1.5880 1.5936 1.5974
0.2 2.3462 2.3529 2.3574 1.4664 1.4699 1.4722
0.3 1.7575 1.7608 1.7631 1.3650 1.3669 1.3682
0.4 1.4370 1.4385 1.4395 1.2803 1.2811 1.2816
0.5 1.2276 1.2279 1.2280 1.2094 1.2093 1.2093
0.6 1.0762 1.0756 1.0751 1.1500 1.1493 1.1489
0.7 0.9596 0.9583 0.9574 1.1002 1.0991 1.0984
0.8 0.8660 0.8642 0.8630 1.0584 1.0572 1.0563
0.9 0.7885 0.7864 0.7850 1.0235 1.0221 1.0212

0.9 0.1 3.0423 3.0541 3.0620 1.1305 1.1345 1.1372
0.2 2.0529 2.0588 2.0628 1.0440 1.0464 1.0481
0.3 1.6626 1.6658 1.6679 0.9718 0.9731 0.9740
0.4 1.4301 1.4316 1.4326 0.9115 0.9120 0.9124
0.5 1.2660 1.2662 1.2664 0.8610 0.8609 0.8609
0.6 1.1395 1.1388 1.1384 0.8187 0.8182 0.8179
0.7 1.0369 1.0355 1.0346 0.7832 0.7825 0.7820
0.8 0.9510 0.9491 0.9478 0.7535 0.7526 0.7520
0.9 0.8775 0.8751 0.8735 0.7287 0.7277 0.7270
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Fig. 2. Efficiency of the proposed Mangat-RRGT with Conventional Mangat and
Warner-RRGT models

Table 2 depicts that for all sample of groups, that is, when m = 20, n = 40, m = 25, n = 50,
m = 30, n = 60, g = 2 and n = mg, with p = 0.7, 0.8, 0.9 the relative efficiency RE(πm, πmg)
is greater than 1 and decreases as the value of π increases from 0.1 to 0.9. Hence, the proposed
estimator πmg is more efficient than the [8] traditional estimator πm. As m is increasing from 20 to
30, there is a great gain in efficiency. The developed estimator is less efficient when p = 0.9 which
is in line with the rule of RRM because privacy protection will be lost as p → 1. This is valid in
most practical situations. Also from Table 2, the relative efficiency of Warner Group Testing with
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the proposed model for p = 0.7, 0.8, 0.9, m = 20, n = 40, m = 25, n = 50, m = 30, n = 60, g = 2,
n = mg as the value of π increases from 0.1 to 0.9. It is crystal clear that the relative efficiency
RE(πwg, πmg) is greater than 1 and decreases as the value of π increases from 0.1 to 0.9. Thus,
the study inferred that the proposed estimator πmg performs better in terms of efficiency than the
earlier existing Warner group testing estimator πwg proposed by [10]. Similarly, inefficiency of the
proposed estimator when π = 0.9 is an extra benefit to the respondents is in agreement with general
understanding that the use of p = 1 or ≈ 1 is practically impossible in any effective RR-survey.
Evidenced from Fig. 2 which gives visual description of possible results of the relative efficiency
of the proposed Mangat-RRGT versus conventional Mangat and Warner-RRGT model, it becomes
apparent that the developed model is better than the two competing models ∀π ∈ [0.1, 0.8].

4 Conclusion

This study adopted the concept of group-testing to RR-model developed by [8] and proposed an
improved estimator known as Mangat randomized response group-testing (Mangat-RRGT) model.
Empirically, it is established that the proposed model is more efficient than the Direct Questioning
Technique (DQT), conventional RR model given by [8] and RRGT model established by [10].
Extra merits of the developed Mangat-RRGT model is in cost reduction of the survey (as the
data collection is done on group basis), increment in the privacy protection of the respondents and
model efficiency over the earlier existing ones.
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