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ABSTRACT
Spatial relation extraction is the process of identifying geographic entities from text and 
determining their corresponding spatial relations. Traditional spatial relation extraction mainly 
uses rule-based pattern matching, supervised learning-based or unsupervised learning-based 
methods. However, these methods suffer from poor time-sensitive, high labor cost and high 
dependence on large-scale data. With the development of pre-trained language models 
greatly alleviating the shortcomings of traditional methods, supervised learning methods 
incorporating pre-trained language models have become the mainstream relation extraction 
methods. Pipeline extraction and joint extraction, as the two most dominant ideas of relation 
extraction, both have obtained good performance on different datasets, and whether to share 
the contextual information of entities and relations is the main differences between the two 
ideas. In this paper, we compare the performance of two ideas oriented to spatial relation 
extraction based on Chinese corpus data in the field of geography and verify which method 
based on pre-trained language models is more suitable for Chinese spatial relation extraction. 
We fine-tuned the hyperparameters of the two models to optimize the extraction accuracy 
before the comparison experiments. The results of the comparison experiments show that 
pipeline extraction performs better than joint extraction of spatial relation extraction for 
Chinese text data with sentence granularity, because different tasks have different focus on 
contextual information, and it is difficult to take account into the needs of both tasks by sharing 
contextual information. In addition, we further compare the performance of the two models 
with the rule-based template approach in extracting topological, directional and distance 
relations, summarize the shortcomings of this experiment and provide an outlook for future 
work.
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1. Introduction

Spatial relations are the basis of spatial reasoning, 
inspiring people to reason from known spatial con-
straints to obtain unknown spatial information and 
establishing a bridge between semantic space and phy-
sical space (Sharma 1996; Adibpour, Hochmann, and 
Papeo 2021). Natural language is the most common 
tool for daily human communication and an impor-
tant source of spatial information. Spatial relation 
extraction is the process of identifying geographic 
entities from text and determining their correspond-
ing spatial relations, and this process is usually divided 
into two parts: geographic entity recognition and spa-
tial relation classification. Geographic entity recogni-
tion is to obtain the name, index and type information 
of geographic entities in the text, while spatial relation 
classification determines the spatial relation between 
any two geographic entities based on the geographic 
entity recognition results.

Spatial relation extraction is a special kind of rela-
tion extraction. The current common extraction 
methods are rule-based pattern matching, supervised 

learning methods and unsupervised learning methods. 
The rule-based pattern matching method obtains geo-
graphic entities and determines spatial relations by 
inducting syntactic patterns and constructing 
a dictionary of feature words (Du, Wang, and Li 
2005; Zhang and Lv 2007; Zhang et al. 2009). The 
supervised learning method is based on manually 
annotated corpus data and combines machine learn-
ing methods such as random forests, support vector 
machines and recurrent neural networks to automati-
cally capture the contextual features of text. The 
method obtains geographic entities and spatial rela-
tions based on the captured features (Zhang et al. 
2011; Du et al. 2017). Compared with supervised 
learning methods, unsupervised learning methods do 
not require manually annotated data and can extract 
spatial relations by selecting text features directly from 
large-scale text data (Loglisci et al. 2012; Yu and Lu 
2015). However, due to the ambiguity and diversity of 
spatial information expressed in natural language, as 
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well as the drawbacks to the above methods, such as 
high maintenance cost, excessive manual intervention 
and over-reliance on large-scale data, the above tradi-
tional spatial extraction methods can hardly achieve 
the expected performance.

Compared with traditional word vector models, 
pre-trained language models (Devlin et al. 2018; Lan 
et al. 2019; Yang et al. 2019; Brown et al. 2020) capture 
the implicit linguistic rules and common sense by 
acquiring a prior knowledge of linguistic expressions 
from large-scale text data through unsupervised learn-
ing methods (Erhan et al. 2010; Bengio, Courville, and 
Vincent 2013; Qiu et al. 2020). Pre-trained language 
models have become the dominant choice for natural 
language processing tasks, as well as for relation 
extraction tasks. Pipeline and joint extraction are two 
different strategies of relation extraction implementa-
tion. The major difference between the two strategies 
is whether entity recognition and relation classifica-
tion are performed in the same model. Pipeline extrac-
tion divides the entity recognition and relationship 
classification tasks into separate entity and relation-
ship models, with the entity model first recognizing 
entity information in the text, and the relationship 
model later determining the relationship between 
any two entities (Zelenko, Aone, and Richardella 
2003; Chan and Roth 2011). However, it is found 
that entity recognition errors can directly affect rela-
tion classification while ignoring the dependency 
between the two tasks can also have an impact on 
relation extraction (Miwa and Sasaki 2014; Zheng 
et al. 2017; Wang and Lu 2020). To better take account 
into the dependencies between entity recognition and 
relation classification, and to reduce the impact of the 
error propagation problem, related studies have pro-
posed the use of a unified encoder to generate joint 
extraction of contextualized expressions for both tasks 
(Miwa and Bansal 2016; Wadden et al. 2019; Nayak 
and Ng 2020). Joint extraction enhances the connec-
tion between two tasks through a multi-task learning 
approach, which leads to better robustness of the 
model performance on both tasks. Although joint 
extraction can fully take account into the association 
information between the two tasks, entity recognition 
and relationship classification have different informa-
tion focus on the context, and blindly sharing word 
vector representations can harm the model extraction 
performance instead (Zhong and Chen 2021). To dis-
cover a suitable spatial relation extraction method in 
geography, this paper selects two relation extraction 
models based on pre-trained language models and 
deep learning to conduct comparison experiments, 
comparing the suitability of pipeline extraction and 
joint extraction for spatial relationship extraction, and 
providing a baseline model for future research on 
spatial relation extraction methods.

The remaining sections of the paper are organized 
as follows. Section 2 describes in detail the selected 
pipeline and joint extraction models, meanwhile 
explained the data sources and processing methods, 
Section 3 introduces the model evaluation metrics, 
records the model fine-tuning experiments and com-
parison experimental results, Section 4 discusses the 
experimental results, analyses the strengths and lim-
itation of the model based on different spatial relation 
extraction result, and finally summarizes this study 
and looks at future research ideas and directions in 
Section 5.

2. Methods

2.1. Model

PURE and CasREL are representative deep learning 
models that achieve state-of-the-art performance in 
pipeline extraction and joint extraction, respectively, 
and they have achieved excellent results on datasets 
such as ACE05, SciERC, and NYT. Although the two 
models belong to two relation extraction strategies, 
there are similarities in the model architecture and 
composition, both of which consist of two parts: entity 
model and relation model. The entity model is used to 
identify the name, index, and type information of 
geographic entities in the text; then the relation 
model uses geographic entities to predict the spatial 
relations between them. Figures 1 and 2 show the 
overview of the two model architectures.

The CasREL consists of Encoder, Subject Tagger, 
and Relation-Specific Object Taggers from bottom-up. 
In order to generate better contextualized representa-
tions of Chinese texts, the Chinese-bert-wwm-ext pre- 
trained language model (Cui et al. 2019) is chosen as 
the Encoder in this paper. Subject Tagger layer is the 
entity model of CasREL, which uses a Feed Forward 
Network to predict the start and end position of each 
geographical entity in the text. More precisely, the 
Subject Tagger layer consists of two binary classifiers 
that predict the start position and end position of each 
geographic entity, respectively. Relation-Specific 
Object Taggers layer is the relation model of 
CasREL, which consists of a set of Relation-Specific 
Object Taggers. Each Relation-Specific Object Tagger 
is identical to the Subject Tagger in composition, and 
fuses contextualized representation with subject fea-
tures to predict the location of objects that have spe-
cific spatial relation with the subject.

The two independent encoders in PURE were chosen 
to be consistent with CasREL’s Chinese-bert-wwm-ext 
pre-trained language model. The entity model also 
includes a span enumeration layer and a feedforward 
neural network layer. Geographic entity recognition 
usually predicts the BIO label of each character to extract 
entities, however, predicting geographic entities based 
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only on the labels of discrete characters will have the 
problem of boundary blur, and this method also does 
not conform to human reading comprehension habits. 
To address this problem, the phrase length based on 
geometric distribution sampling combines continuous 
tokens into span, and predicting geographic entities 
based on span can capture the boundaries of geographic 
entities more accurately and express the potential seman-
tics of geographic entities more realistically (Joshi et al. 
2020). Span enumeration layer is the combination of 

discrete character representation into span representa-
tion. The feedforward neural network combines with 
the span representation to predict whether each span is 
a geographic entity, and the specific geographic entity 
type. Relation model consists of text marker, encoder, 
and feedforward neural network layers. Text marker 
inserts the start and end position markers of each entity 
based on the result of geographic entity recognition, and 
the markers also contain geographic entity type informa-
tion. Encoder generates span representation based on the 

Figure 1. Overall architecture of CasREL.

Figure 2. Overall architecture of PURE.
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result of text marker processing. The feedforward neural 
network layer generates the probability of various spatial 
relations between two geographic entities, and deter-
mines the spatial relationships between geographic enti-
ties based on the maximum probability.

2.2. Data

In this paper, we use “Chinese Encyclopedia 
(Geography)” as the data source, and 188 Chinese 
articles were manually collated and annotated as the 
dataset. The dataset contains 1481 Chinese sentences 
and 368 pairs of spatial relations. The dataset collation 
and annotation process has been carried out according 
to the following steps.

(1) The classification of spatial relations specifies 
the target of spatial relation extraction, and 
spatial relations are usually classified into topo-
logical relations, directional relations, and dis-
tance relations (Zhang and Lv 2007). Based on 
the work of (Shen, Zhang, and Jiang 2009), this 
paper subdivides the above three spatial rela-
tions into 22 types, for example, topological 
relations can be further subdivided into 
Contains, Disjoint, Equals, Intersects, 
Overlaps, and Touch, etc.

(2) Geographic entities are the basic information 
for spatial relation classification. In this paper, 
geographic entities in the text are divided into 
locations and spatial entity based on ISO:Space. 
The location refers to inherently grounded spa-
tial entity, such as mountains, cities, rivers, and 
so on, as well as administrative entities like 
towns and counties. The spatial entity is used 
for referring an entity that is not inherently 
a location, but one which is identified as parti-
cipating in a spatial relation, such as tall build-
ings, schools, or geographic phenomena such as 

typhoons, floods, and so on. As shown in 
Tables 1 and 2, we list some samples of location 
and spatial entity (Pustejovsky, Moszkowicz, 
and Verhagen 2011).

(3) A set of data pre-processing procedures were 
applied to this corpus. Firstly, remove the extra 
space and meaningless symbols from the sen-
tences. Secondly, convert all punctuation marks 
in the text into Chinese punctuation marks. 
Finally, use sentence boundary detection rules 
based on Chinese punctuation to split Chinese 
sentences.

(4) The annotation is based on the spatial relations 
and geographic entity classification formulated 
in (1) and (2), and then, the annotated sen-
tences that do not have spatial relations and 
containing less than two geographic entities 
are eliminated. The annotated corpus was 
shuffled randomly, and 100 sentences were 
reserved as the evaluation dataset. The remain-
ing corpus is further divided into training data-
set, validation dataset, and test dataset 
according to bootstrapping method. Firstly, 
select 100 sentences randomly as test dataset. 
Secondly, sampling 1281 sentences with repla-
cement as training dataset, and the id of the 
sentence is recorded in every sample. Finally, 
the sentences which were not added to the 
training dataset were selected as the validation 
dataset. Figure 3 shows the division of the 
annotated corpus.

(5) Convert the data formats of the training data-
set, validation dataset, and test dataset to the 
requirements of CasREL (Wei et al. 2020) and 
the PURE (Zhong and Chen 2021).

Chinese sentences encountered in the actual anno-
tating process are not generally as common as exam-
ples in a table, and semantic ambiguity often occurs. 

Figure 3. Dataset is divided, and the original data set is manually labeled and divided into fine-tune and eval datasets, where the 
fine-tune data set is divided into training sets, validation sets, and test sets according to the Bootstrapping method.
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For example, “Dahong Mountain is located in the 
northern part of Hubei Province, between the 
Hanjiang River and the Yunshui River [大洪山位 
于湖北省境北部, 汉江和涢水之间]”, there is 
a vague spatial relation between the “Dahong 
Mountain [大洪山]”, “Hanjiang River [汉江]” 
and “Yunshui River [涢水]”, touch and overlap 
may be their spatial relation. This type of situation 
occurs frequently during manual annotating, and 
this article gradually adds constraints during 

annotating to clarify the fuzzy semantics of this 
class Table 3 shows an example of annotated 
records..

3. Experiments

The evaluation metrics consist of two parts, one is the 
evaluation of the geographic entity recognition result 
for pipeline model, the other is the evaluation of the 
spatial relation extraction for the two models. The 
quantitative evaluation metrics used in the experi-
ments are precision, recall, and F1 score. A predicted 
geographic entity is considered as a correct recogni-
tion if the boundaries and type are correct, and 
a predicted spatial relation is considered as correct 
includes three aspects :(1) the boundaries and type of 
geographical entities involved in the spatial relation, 
(2) the type of spatial relation, and (3) The order of 
subject and object in the spatial relation triple 
(Bekoulis et al. 2018). Precision, recall, and F1 are 
calculated as follows:

Precision ¼
TP

TP þ FP
(1) 

Recall ¼
TP

TP þ FN
(2) 

F1 ¼ 2�
Precision� Recall
Precisionþ Recall

(3) 

3.1. Fine-tuning CasREL and PURE

To attain an optimal set of hyperparameters for spatial 
extraction model, we fine-tuned the CasREL and 
PURE based on them best predictive result on the 
validation dataset after 100 epochs of training. 
Meanwhile, we also focus on the training loss, fluctua-
tions in the scores of the prediction results on the 
validation dataset and time cost in the training pro-
cess. The hyperparameters fine-tuning process adjusts 
only one hyperparameter take value of the model per 
training. Each hyperparameter value is determined by 
a set of control variable experiments, judged by the F1 
of that set of experiments on the validation dataset. 
Once the optimal value of the hyperparameter is 
obtained, the value of this hyperparameter is fixed in 
subsequent experiments until all hyperparameter 
values are determined and the fine-tuning is finished. 
Due to the limited computational resources, each 
hyperparameter value is set within a certain range.

As shown in Figure 4, with the max sequence length 
increased from 50 to 200, the training loss decreased 
steadily and the F1 score on the validation dataset was 
close, and Table 4 shows that CasREL gets the best F1 
score when the max sequence length is set to 200. As 
shown in Figure 5, the F1 score on the validation 

Table 1. Location contains a comparison table of geographic 
entity types and samples.

Type Sample

Natural landscape Anning hot spring is located in Anning 
County, about 40 kilometers west of 
Kunming City. 

[安宁温泉位于昆明市西约40公里处 
的安宁县境内° ]

Monuments Zhangwu village in Anji County has the 
former residence of Wu Changshuo, 
a modern painting artist. 

[安吉县章吴村有近代书画艺术家吴 
昌硕故居° ]

Administrative regions, 
countries and continents

Acheng City is located to the east of 
Harbin City, which is a famous ancient 
city in Heilongjiang Province. 

[阿城市位于哈尔滨市以东, 阿城市是 
黑龙江省著名古城° ]

Latitude and longitude 
coordinates

Altun Mountain Nature Reserve located 
between 36°-37°38’ N and 87°10’ − 91° 
18’ E. 

[阿尔金山自然保护区介于北纬36°～ 
37°38’, 东经87°10’～91°18’° ]

Transport facilities The urban area of Acheng City is along 
the Ashe River and the Binsui Railway. 

[阿城市市区在阿什河畔、滨绥铁路 
沿线° ]

Artificial electrical, water, 
communications and 

mineral facilities

Taibai Gold Mine in Taibai County of Baoji 
City is the largest gold enterprise in 
northwest China. 

[宝鸡市太白县太白金矿是中国西北 
地区最大黄金企业° ]

Points of interest Baoding has universities such as Hebei 
University and Hebei Agricultural 
University. 

[保定市现有河北大学、河北农业大 
学等高等院校° ]

Table 2. Spatial entity contains a comparison table of geo-
graphic entities with samples.

Type Sample

Natural landscape 
without 

geographical 
names

Many lakes surround Dongting Lake. 
[许多湖泊围绕在洞庭湖四周° ]

Buildings 
without 

geographical 
names

A new office building has been built on the left 
side of Xuanwu Lake Park. 

[玄武湖公园左侧新建了一座办公楼° ]

Transport facilities 
without 

geographical 
names

Nanjing South Station is one of the hubs of the 
East China Railway, where many railways meet. 

[南京南站是华东铁路枢纽之一, 许多铁路在 
此交汇° ]

Geographical 
phenomena

Typhoon Likima made landfall in Taizhou City, 
Zhejiang Province. 

[台风利奇马在浙江台州市登陆° ]
Geographical area Baoji City is located in the western Guanzhong 

Plain, north of the Loess Plateau. 
[宝鸡市位于关中平原西端, 北倚黄土高原° ]
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dataset was always below 0.1 when the learning rate is 
set to 0.000001. When the learning rate was 0.0002, the 
training loss converged the fastest; however, Table 4 
shows that learning rate was set to 0.00002 has a lower 
F1 score on the test dataset than learning rate was set 
to 0.00001. As shown in Figure 6, when the batch size 
was set to 16, the F1 score on the validation dataset 

appeared unstable, and the F1 score on the validation 
dataset fluctuated significantly when the batch size was 
set to 4.

As shown in Table 5, when the context window 
is set to 300, the entity model of PURE got the best 
F1 score on the validation dataset, while the train-
ing time cost increases slightly. When the learning 
rate was 0.0001 or 0.000001, the precision, recall, 
and F1 score on the validation dataset decreased 
significantly, and when the batch size is set to the 
8, the model has highest F1 score on the validation 
dataset.

As shown in Figure 7, with the max sequence length 
increased from 50 to 200, the training loss of relation 
model decreased steadily, while the training time cost 
increased significantly. As shown in Figure 8, the F1 
score on the validation dataset decreased as the batch 
size increased, and Table 6 shows that the relation 
model got best on the test dataset when batch size 

Table 3. Example of annotated records and their corresponding English translations.
样例1: 
{  

“_id”:“J20211214202647”,  
“text”:“北 镇 满 族 自 1治县 京 沈 铁 路 穿 过 县 境 ° ”,  
“entities”: [   

{“entityId”:“E20211214202629”,   
“content”:“北镇满族自治县”,   
“indices”: [0,6],“label”:“ADM”},   
{“entityId”:“E20211214202634”,   
“content”:“京沈铁路”,   
“indices”: [7,10],“label”:“TRANS”}  

],  
“relations”: [   

{“relationId”:“R20211214202644”,   
“subjectId”:“E20211214202634”,“subject”:“京沈铁路”,   
“objectId”:“E20211214202629”,“object”:“北镇满族自 

治县”,   
“relationType”:“traverse”}],  

] 
}

Sample 1: 
{  

“_id”:“J20211214202647”,  
“text”: “Beijing-Shenyang Railway passes through the Beizhen Manchu Autonomous 
County.”,  
“entities”: [   

{“entityId”:“E20211214202629”,   
“content”:“Beizhen Manchu Autonomous County”,   
“indices”: [0,6],“label”:“ADM”},   
{“entityId”:“E20211214202634”,   
“content”:“Beijing-Shenyang Railway”,   
“indices”: [7,10],“label”:“TRANS”}  

],  
“relations”: [   

{“relationId”:“R20211214202644”,   
“subjectId”:“E20211214202634”,“subject”:“Beijing-Shenyang Railway”,   
“objectId”:“E20211214202629”,“object”:“Beizhen Manchu Autonomous County”,   
“relationType”:“traverse”}],  

] 
}

Figure 4. Training losses (a) and F1 scores (b) at different max sequence length of CaREL on validation dataset.

Table 4. Best predictive results of the CasREL and time cost 
under different hyperparameter settings.

No.

Hyperparameters Best predictive results Time cost

Batch 
size

Learning 
rate

Max 
Sequence 

length F1 P R

Training 
time 

（h:min: 
second）

1 8 0.00001 50 0.431 0.581 0.342 00:36:41
2 8 0.00001 100 0.391 0.522 0.313 00:38:06
3 8 0.00001 200 0.478 0.664 0. 314 00:39:55
4 8 0.00002 200 0.426 0.575 0.338 00:39:07
5 8 0.000001 200 0.096 0.622 0.052 00:41:28
6 4 0.00001 200 0.477 0.582 0.404 00:40:43
7 16 0.00001 200 0.407 0.605 0.307 00:37:26
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was set to 16. Figure 9 shows that although the 
training loss of the model fluctuated as the learn-
ing rate increased, the F1 score on the validation 
dataset gradually rose.

3.2. Comparative evaluations of pipeline and 
joint extraction

To evaluate the spatial relation extraction perfor-
mance of the pipeline and joint extraction method, 
PURE and CasREL are compared based on the evalua-
tion dataset. Both PURE and CasREL used the optimal 
combination of hyperparameters obtained as showed 
in the previous section. As shown in Table 7, PURE 
performs better than CasREL on the evaluation data-
set. Although PURE has better spatial relation extrac-
tion performance in evaluation metrics, the F1 score 
on the evaluation dataset does not reach a high level. 
To find the reasons why F1 score does not score high, 
this paper begins to analyze the spatial relation triples 
from the extraction results of the two models. In the 
process of analyzing the spatial relation extraction 

Figure 5. Training losses (a) and F1 scores (b) at different learning rate of CaREL on validation dataset.

Figure 6. Training losses (a) and F1 scores (b) at different batch size of CaREL on validation dataset.

Table 5. Best predictive results of the PURE entity model and 
time cost under different hyperparameter settings.

No.

Hyperparameters Best predictive results Time cost

Batch 
size

Learning 
rate

Context 
window F1 P R

Training 
time (h: 

min: 
second)

1 16 0.00001 0 0.863 0.869 0.857 00:27:49
2 16 0.00001 100 0.847 0.881 0.815 00:27:10
3 16 0.00001 300 0.864 0.867 0.862 00:28:05
4 16 0.0001 300 0.844 0.861 0.827 00:28:23
5 16 0.000001 300 0.855 0.860 0.850 00:28:56
6 8 0.00001 300 0.878 0.883 0.873 00:34:22
7 32 0.00001 300 0.861 0.880 0.844 00:28:37
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result, we found that some of the wrong extraction 
results were not due to the content, type of geographic 
entity, or spatial relation type, but to excessive stan-
dards and manual annotating errors. On the one hand, 
the evaluation criteria determine that the extraction 

results are the same as the annotated results before to 
be correct. The judgment includes the name and order 
of the subject and object, as well as the type of spatial 
relations. However, some spatial relations are not sen-
sitive to the order of subject and object, it is feasible to 
swap the order of subject and object in the touch 
relation. This contradiction drives some correct 
extraction results to be judged as wrong. For example, 
“Da tun is located at the northeast of Pei County, 
Jiangsu Province, the west coast of the west side of 
the Weishan lake” in the artificial spatial relation is 
“Da tun”, “touches”, “Weishan lake”, the model 
extraction results are “Weishan lake”, “touches”, “Da 
tun”. On the other hand, there are human error in 
annotation process. The most common mistakes are 
wrong determination of spatial relation, wrong selec-
tion of geographic entity names, and wrong ordering 
of subject and object. As shown in Table 8, we 

Figure 7. Training losses (a) and F1 scores (b)at different max sequence length of PURE on validation dataset.

Figure 8. Training losses (a) and F1 scores (b) at different batch size of PURE on dev dataset.

Table 6. Best predictive results of the PURE relation model and 
time cost under different hyperparameter settings.

No.

Hyperparameters Best predictive results Time cost

Batch 
size

Learning 
rate

Max 
Sequence 

length F1 P R

Training 
time 

（h:min: 
second）

1 32 0.00002 128 0.674 0.703 0.648 1:08:27
2 32 0.00002 128 0.671 0.701 0.644 1:43:39
3 64 0.00002 128 0.667 0.703 0.634 0:56:57
4 16 0.0002 128 0.679 0.706 0.654 0:58:48
5 16 0.00001 128 0.665 0.677 0.654 0:59:02
6 16 0.00004 128 0.684 0.695 0.673 0:59:02
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manually judge the spatial relationship extraction 
results of the two models on the evaluation set 
and recalculate the scores of the metrics of the 
two models. The results showed that the metric 
scores of both models were significantly improved, 
and CasREL model extracts spatial relations more 
precisely, while the PURE model extracts spatial 
relation more comprehensively. Based on the sig-
nificant difference between the two models, we 
believe that, compared to sharing, obtaining the 
contextual representations of two tasks separately 
captures text features more comprehensively.

4. Discussion

Table 8 only shows the extraction performance of the 
two models for all spatial relations, is there any differ-
ence between the extraction performance of the two 
models for different spatial relations? To further inves-
tigate this question, we analyze the extraction results of 
the two models for different spatial relations and com-
pare them with the rule-based pattern matching 
method. Table 9 shows the different spatial relation 
extraction results of the two models after manual judg-
ments. The results show that the topological relation 
extraction performance of the two models is superior 
compared with the rule-based pattern matching 
approach, the CasREL and PURE maintain good accu-
racy and recall rates, respectively. However, the extrac-
tion of directional and distance relations by both 
models showed underfitting compared with the rule- 
based pattern matching method. Based on this situa-
tion, we analyzed the percentages of various spatial 
relations in the fine-tune dataset and the evaluation 
dataset on the one hand and further analyzed why the 
two deep learning models performed poorly in extract-
ing directional and distance spatial relations on the 
other hand. The statistical results showed that in the 
fine-tune dataset, topological relations accounted for 
87.97% of all spatial relations, directional relations 
accounted for 11.22%, and distance relations 

Figure 9. Training losses (a) and F1 scores (b) at different learning rate of PURE on validation dataset.

Table 7. Comparative evaluation of jointly extraction and 
pipeline extraction methods.

No. Method

Best predictive results

F1 P R

1 CasRel(jointly) 0.515 0.621 0.440
2 PURE(pipeline) 0.621 0.645 0.598

Table 8. Comparison of extraction results of spatial relation-
ship by manual interpretation.

No. Method

Best predictive results

F1 P R

1 CasRel(jointly) 0.672 0.810 0.574
2 PURE(pipeline) 0.767 0.798 0.739

Table 9. Comparative evaluation of spatial relations between joint and pipeline extraction by manual interpretation.

Method

Topological Directional Distance

F1 P R F1 P R F1 P R

CasRel 0.713 0.833 0.623 0.245 0.429 0.171 0.000 0.000 0.000
PURE 0.775 0.803 0.749 0.697 0.742 0.657 0.000 0.000 0.000
Rule-based 0.594 0.538 0.665 0.753 0.723 0.786 0.736 0.701 0.775
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Table 10. The wrong extraction results of PURE.

Input text data
Wrong extraction 

results of PURE Missed results of PURE

Qianshan county is 
located in 
southwest part of 
Anhui Province. 

潜山县位于安徽省 
西南部° 

[“Qianshan County”, 
“location”, “Anhui 
Province”, 
“location”, “south 
east”] 

[“潜山县”, “location”, 
“安徽省”, 
“location”, “south 
east”]

[“Anhui province”, 
“location”, 
“Qianshan county”, 
“location”, “south 
west”] 

[“安徽省”, “location”, 
“潜山县”, 
“location”, “south 
west”]

Qinglong Town is 
located in northeast 
part of Qingpu 
county, which is in 
west part of 
Shanghai City. 

青龙镇位于上海市 
西部青浦县东北 
境° 

[“Shanghai City”, 
“location”, “Qingpu 
County”, “location”, 
“north east”], 
[“Qinglong Town”, 
“location”, 
“Shanghai City”, 
“location”, “west”] 

[“上海市”, “location”, 
“青浦县”, 
“location”, “north 
east”], [“青龙镇”, 
“location”, “上海 
市”, “location”, 
“west”]

[“Qingpu County”, 
“location”, 
“Qinglong Town”, 
“location”, “north 
east”], [“Shanghai 
City”, “location”, 
“Qingpu County”, 
“location”, “west”] 

[“青浦县”, “location”, 
“青龙镇”, 
“location”, “north 
east”], [“上海市”, 
“location”, “青浦 
县”, “location”, 
“west”]

Benxi Water Cave is 
located in 
Xiejiaweizi, 20 
kilometers east of 
Benxi City, with 
magnificent 
scenery. 

本溪市东20公里谢 
家崴子有本溪水 
洞, 景色瑰丽° 

[“Benxi City”, 
“location”, 
“Xiejiaweizi”, 
“location”, 
“distance”] 

[“本溪市”, “location”, 
“谢家崴子”, 
“location”, 
“distance”]

Qingcheng Mountain 
is backed by 
Qionglai Mountain 
and faces the 
Chengdu Plain. 

青城山背靠邛崃山, 
面向成都平原° 

[“Qingcheng 
Mountain”, 
“location”, 
“Chengdu Plain”, 
“spatial entity”, 
“front”], 
[“Qingcheng 
Mountain”, 
“location”, 
“Qionglai 
Mountain”, 
“location”, 
“behind”] 

[“青城山”, “location”, 
“成都平原”, 
“spatial entity”, 
“front”], [“青城山”, 
“location”, “邛崃 
山”, “location”, 
“behind”]

Wuxi County is 
located in the 
southern part of 
Jiangsu Province, 
with Taihu Lake in 
the southwest. 

无锡县位于江苏省 
南部, 西南滨太 
湖° 

[“Wuxi County”, 
“location”, “Taihu 
Lake”, “location”, 
“south west”] 

[“无锡县”, “location”, 
“太湖”, “location”, 
“south west”]

Table 11. The wrong extraction results of CasREL.

Input text data
Wrong extraction 
results of CasREL

Missed result of 
CasREL

Qianshan County is 
located in the 
southwest of Anhui 
Province. 

潜山县位于安徽省 
西南部° 

[“Qianshan County”, 
“location”, “Anhui 
Province”, 
“location”, “south 
west”] 

[“潜山县”, “location”, 
“安徽”, “location”, 
“south west”]

[“Qianshan County”, 
“location”, “Anhui 
Province”, 
“location”, “south 
west”] 

[“潜山县”, “location”, 
“安徽”, “location”, 
“south west”]

Qinglong Town is 
located in the 
northeast of 
Qingpu County in 
the west of 
Shanghai City. 

青龙镇位于上海市 
西部青浦县东北 
境° 

[“Qinglong Town”, 
“location”, 
“Shanghai City”, 
“location”, “north 
east”] 

[“青龙镇”, “location”, 
“上海市”, 
“location”, “north 
east”]

[“Qingpu County”, 
“location”, 
“Qinglong Town”, 
“location”, “north 
east”], [“Shanghai 
City”, “location”, 
“Qingpu County”, 
“location”, “west”] 

[“青浦县”, “location”, 
“青龙镇”, 
“location”, “north 
east”], [“上海市”, 
“location”, “青浦 
县”, “location”, 
“west”]

Benxi Water Cave is 
located in 
Xiejiaweizi, 20 
kilometers east of 
Benxi City, with 
magnificent 
scenery. 

本溪市东20公里谢 
家崴子有本溪水 
洞, 景色瑰丽° 

[“Benxi City”, 
“location”, 
“Xiejiaweizi”, 
“location”, “east”] 

[“本溪市”, “location”, 
“谢家崴”, 
“location”, “east”]

[“Benxi City”, 
“location”, 
“Xiejiaweizi”, 
“location”, “east”], 
[“Benxi City”, 
“location”, 
“Xiejiaweizi”, 
“location”, 
“distance”] 

[“本溪市”, “location”, 
“谢家崴子”, 
“location”, “east”], 
[“本溪市”, 
“location”, “谢家崴 
子”, “location”, 
“distance”]

Qingcheng Mountain 
is backed by 
Qionglai Mountain 
and faces the 
Chengdu Plain. 

青城山背靠邛崃山, 
面向成都平原° 

[“Qingcheng 
Mountain”, 
“location”, 
“Chengdu Plain”, 
“spatial entity”, 
“front”], 
[“Qingcheng 
Mountain”, 
“location”, 
“Qionglai 
Mountain”, 
“location”, 
“behind”] 

[“青城山”, “location”, 
“成都平原”, 
“spatial entity”, 
“front”], [“青城山”, 
“location”, “邛崃 
山”, “location”, 
“behind”]

Wuxi County is 
located in the 
southern part of 
Jiangsu Province, 
with Taihu Lake in 
the southwest. 

无锡县位于江苏省 
南部, 西南滨太 
湖° 

[“Taihu Lake”, 
“location”, “Wuxi 
County”, “location”, 
“south west”] 

[“太湖”, “location”, 
“无锡县”, 
“location”, “south 
west”]
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accounted for 0.81%, while in the evaluation dataset, 
the three spatial relations accounted for 89.95%, 
9.51%, and 0.54%. The composition of the three spatial 
relations in the dataset is extremely unbalanced, deep 
learning as a data-driven technology, the sample spar-
sity of the directional and distance relations has an 
impact on model learning. Tables 10 and 11 record 
typical samples of the wrong extraction results of the 
direction and distance relations of the PURE and 
CasREL models. The wrong extraction results consist 
of both wrong and missed extraction result compared 
to the labeled results. Among the wrong cases, the 
order of subject and object in the direction relations 
is often reversed, which indicates that the model does 
not really understand the reference target in the 
Chinese direction relations. In addition, the model 
does not correctly identify the names of geographic 
entities, which further leads to the wrong extraction of 
spatial relations. Distance relations often appear in the 
missed extraction results, and the model also has diffi-
culty in obtaining complete spatial relations when 
multiple geographic entities exist in the text, both of 
which indicate that the model has not yet captured the 
descriptive features of spatial relations, especially dis-
tance relations.

5. Conclusions

In this study, we compare the spatial relation extraction 
performance between pipeline extraction and joint 
extraction based on annotated Chinese corpus from 
“Chinese Encyclopedia (Geography)”. We choose two 
deep learning models, CasREL and PURE, to represent 
the joint and pipeline extraction. Firstly, we train the 
models and obtain the optimal set of hyperparameters 
for spatial relation extraction. Then, based on the 
reserved dataset, we compared the spatial relation 
extraction performance of the two models under opti-
mal hyperparameter settings. According to the experi-
mental results, the F1 score of the pipeline extraction 
method is higher than that of the joint extraction 
method. The result shows that it is better to obtain 
independently rather than share contextual representa-
tion for geographic entity recognition and spatial rela-
tion classification, geographic entities, and spatial 
relations have different emphasis on contextual repre-
sentations. We further analyzed the extraction results of 
both models for the test set, and we found that some of 
the results are misjudged due to the strict criterion and 
the incorrect manual annotating. After manual inter-
pretation, we recalculated the F1 scores for CasREL and 
PURE to be 0.767 and 0.672, respectively, while 
CasREL achieves good precision and the PURE 
achieves a high recall. Further, we analyzed the extrac-
tion performance of the two models for different spatial 

relations, and the results showed CasREL and PURE 
have a significant improvement in the extraction per-
formance of topological relations compared to the rule- 
based pattern matching methods, with F1 scores of 
0.713 and 0.775.

However, the study has some limitations. For exam-
ple, two models show an underfit performance on 
directional and distance relation extraction, because 
we found that the proportion of topological relation 
in the material was more than 85%. This extremely 
unbalanced sample distribution affected the spatial rela-
tion extraction performance of the two models. In 
addition, the materials in this paper comes from 
a single source, so the coverage of various forms of 
spatial relation description is limited, and we split the 
materials into sentences, the experimental results can-
not explain the spatial relation extraction performance 
of the two models in the document. Therefore, in the 
future work, we plan to combine multi-source text data 
as corpus and compare the spatial relation extraction 
performance under different granularity. Moreover, we 
plan to improve the performance of spatial relation 
extraction by considering more text features, such as 
spatial relation feature words.
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