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ABSTRACT 
 

The increasing integration of Artificial Intelligence (AI) systems in diverse sectors has raised 
concerns regarding transparency, trust, and ethical data handling. This study investigates the 
impact of Explainable AI (XAI) models and robust information governance standards on enhancing 
trust, transparency, and ethical use of customer data. A mixed-methods approach was employed, 
combining a comprehensive literature review with a survey of 342 respondents across various 
industries. The findings reveal that the implementation of XAI significantly increases user trust in AI 
systems compared to black-box models. Additionally, a strong positive correlation was found 
between XAI adoption and the ethical use of customer data, highlighting the importance of 
transparency frameworks and governance mechanisms. Furthermore, the study underscores the 
critical role of user education in fostering trust and facilitating informed decision-making regarding 
AI interactions. The results emphasize the need for organizations to prioritize the integration of XAI 
techniques, establish robust information governance frameworks, invest in user education, and 
foster a culture of transparency and ethical data use. These recommendations provide a roadmap 
for organizations to harness the benefits of AI while mitigating potential risks and ensuring 
responsible and trustworthy AI practices. 
 

 
Keywords: Explainable AI; information governance; trust; transparency; ethical data use. 
 

1. INTRODUCTION 
 
Artificial intelligence (AI) has become a 
transformative force across various industries, 
including healthcare, finance, retail, and 
customer service, as the technology’s ability to 
process vast amounts of data, identify patterns, 
and make decisions autonomously has 
significantly improved operational efficiency and 
innovation [1]. However, as AI systems become 
more integrated into organizational operations, 
concerns about transparency, trust, and ethical 
data handling have emerged as critical issues 
that need to be addressed [2,3]. Traditional AI 
models, often referred to as black-box models, 
are characterized by their lack of transparency 
on how decisions are made, leading to significant 
mistrust among users and stakeholders, who 
may be wary of systems they do not fully 
understand [4]. The conventional response to 
this critical issue of transparency in AI’s modus 
operandi is the rise of Explainable AI (XAI), 
which aims to make AI decision-making 
processes more transparent and understandable, 
thereby enhancing user trust and                         
ensuring that AI systems are used more 
responsibly [4,5]. 
  
Another critical issue necessitating the 
exploration of XAI is the ethical use of customer 

data, considering that AI systems often rely on 
large datasets to function effectively. According 
to Dhirani et al. [6], organizations that fail to 
manage customer data ethically risk violating 
user privacy, which can lead to severe legal and 
reputational consequences. Therefore, the 
adoption of XAI could potentially promote more 
ethical data practices by making the decision-
making processes of AI systems more 
transparent. In addition, robust information 
governance standards are essential for ensuring 
data security and minimizing the risk of data 
breaches [7]. Olaniyi [8] further assert that 
effective information governance can help 
organizations comply with regulatory 
requirements, protect user data, and maintain 
trust.  
 
The lack of transparency in AI systems can lead 
to mistrust among users, which can hinder the 
adoption and effectiveness of AI technologies, 
since users are more likely to reject or question 
the outputs of AI systems if they do not 
understand how decisions are made [6,7]. This 
mistrust can reduce the effectiveness of AI 
systems and limit their potential benefits. 
Moreso, AI systems that handle customer data 
without transparent and ethical practices can 
lead to privacy violations and misuse of personal 
information [9,10]. These issues can result in 
legal penalties, loss of customer trust, and 
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damage to an organization's reputation [11]. 
Thus, there is a necessity for comprehensive 
strategies that integrate explainable AI models 
and robust information governance standards to 
enhance trust, transparency, and ethical use of 
customer data [12].  
 
Robust information governance standards are 
essential for preventing data breaches and 
ensuring that customer data is handled securely. 
In the abscence of transparency in AI models 
and systems, users will continue to mistrust AI 
systems, limiting their adoption and effectiveness 
[12]. Without ethical data practices, organizations 
risk privacy violations and misuse of personal 
information, leading to legal penalties and loss of 
customer trust [11,12]. In addition, the risk of 
data breaches will remain high, resulting in 
severe financial and reputational consequences. 
Therefore, this study aims to investigate the 
impact of Explainable AI models and robust 
information governance standards on enhancing 
trust, transparency, and ethical use of customer 
data in organizations, and to formulate a strategy 
for improving user trust through effective 
education on AI transparency and data 
governance. The study objectives are: 

 
1. To evaluate the effect of Explainable AI 

models on user trust in AI systems and 
analyze the relationship between their 
adoption and the ethical use of customer 
data in organizations. 

2. To assess the impact of robust information 
governance standards on the incidence of 
data breaches in organizations utilizing AI 
systems. 

3. To examine the role of user education on 
AI transparency and data governance in 
increasing the perceived trustworthiness of 
AI systems. 

4. To formulate a comprehensive strategy for 
organizations to implement Explainable AI 
and robust information governance 
standards, thereby enhancing user trust 
and ensuring ethical data practices. 

 

2. LITERATURE REVIEW 
 
Explainable AI (XAI) has emerged as a pivotal 
field within artificial intelligence, addressing the 
critical need for transparency and 
understandability in AI decision-making 
processes [4]. Traditionally, AI models, especially 
deep learning and other complex algorithms, 
have been characterized as black-box models 
due to their opaque nature, as users and 

stakeholders often find it challenging to 
comprehend how these models arrive at specific 
decisions, leading to mistrust and reluctance to 
adopt AI technologies [7,13]. Thus, explainable 
AI seeks to mitigate these issues by providing 
clear, interpretable, and actionable explanations 
for AI-generated outcomes [7]. 
 

de Bruijn [4] contends that although early AI 
systems were relatively simple and their 
decision-making processes were more 
transparent; the complexity and opacity of 
models increased as AI technologies advanced, 
particularly with the advent of deep learning, 
resulting to a pressing demand for methods that 
could demystify these sophisticated models. In 
response, various explainable AI (XAI) 
techniques have emerged, aimed at making AI 
more interpretable, such as model-agnostic 
methods, including LIME (Local Interpretable 
Model-agnostic Explanations) and SHAP 
(SHapley Additive exPlanations), which provide 
post-hoc explanations by approximating the 
behavior of complex models with simpler, 
interpretable ones [14-16]. Other approaches, 
such as attention mechanisms in neural networks 
and inherently interpretable models like decision 
trees and linear models, aim to build 
transparency directly into the model architecture 
[17,18]. 
 

Despite its potential, XAI faces several 
challenges including the trade-off between model 
accuracy and interpretability, considering that 
studies have shown that complex models often 
achieve higher accuracy but are less 
interpretable, whereas simpler models are more 
transparent but may sacrifice performance [4,19]. 
Another challenge is the subjective nature of 
explanations, as different users might require 
different types of explanations depending on their 
expertise and needs, making it difficult to design 
universally satisfactory explainability techniques 
[19-21]. Furthermore, there is a lack of 
standardized metrics to evaluate the 
effectiveness of XAI methods, complicating 
efforts to assess and compare different 
approaches [22]. 
 

The benefits of XAI are however significant, 
particularly in enhancing user trust in AI systems. 
By providing understandable explanations, XAI 
helps users feel more confident in the decisions 
made by AI, thereby fostering greater 
acceptance and trust, which is particularly 
important in sensitive fields such as healthcare, 
finance, and criminal justice, where the 
consequences of AI decisions can be profound 
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[19,21,23]. Transparent AI systems can also 
facilitate better human-AI collaboration, as users 
are more likely to trust and effectively interact 
with systems they understand [24]. Moreover, 
XAI can aid in identifying and mitigating biases in 
AI models, promoting universality, accuracy, 
fairness and ethical use of AI [24]. 
 

Despite these benefits, the implementation of 
XAI remains controversial, as some studies 
argue that post-hoc explanations might not fully 
capture the decision-making processes of 
complex models, potentially leading to 
misleading interpretations [22]. Additionally, the 
effectiveness of XAI in actually improving user 
trust is still an area of active research, with some 
studies suggesting that the mere presence of 
explanations is not always sufficient to enhance 
trust, especially if the explanations are not 
perceived as credible or useful [19,22]. 
 

2.1 Information Governance Standards 
 

The importance of information governance has 
grown significantly in recent years due to the 
exponential increase in data generation and the 
corresponding rise in data breaches and privacy 
concerns [25]. Information governance have 
proven to be essential in management and 
organizational strategy, considering its role in 
ensuring that data is handled in a way that meets 
regulatory requirements, protects privacy, and 
maintains the integrity and availability of 
information especially in industries where data 
sensitivity is paramount, such as healthcare, 
finance, and retail [25,26]. 
 

Key standards and frameworks in information 
governance include the General Data Protection 
Regulation (GDPR), the Health Insurance 
Portability and Accountability Act (HIPAA), and 
the ISO/IEC 27001 standard for information 
security management [18,27]. GDPR, 
implemented in the European Union, has set a 
high benchmark for data protection and privacy, 
influencing global practices and legislation [28]. 
HIPAA focuses on the protection of health 
information in the United States, while ISO/IEC 
27001 provides a systematic approach to 
managing sensitive company information so that 
it remains secure [29]. These frameworks 
establish clear guidelines and best practices for 
organizations to follow, ensuring that data 
governance is not only comprehensive but also 
standardized across different sectors and regions 
[30,31]. 
 

The role of information governance in reducing 
data breaches cannot be overstated as it 

establishes stringent controls over how data is 
accessed, used, and stored, so that 
organizations can significantly mitigate the risk of 
unauthorized access and data leaks [31,32]. 
Studies have shown that organizations with 
robust information governance frameworks 
experience fewer data breaches and are better 
equipped to respond effectively when breaches 
occur [33,34]. This is particularly relevant in the 
context of AI systems, which often handle vast 
amounts of sensitive data. Effective governance 
ensures that AI systems are designed and 
operated in a manner that prioritizes data 
security, thereby reducing vulnerabilities and 
enhancing trust among users and stakeholders 
[6]. 
 
However, the implementation of information 
governance standards encounters several 
challenges such as the dynamic nature of 
regulatory requirements, which can vary 
significantly across different jurisdictions [8]. 
Organizations operating globally are obligated to 
navigate a complex landscape of regulations, 
making it difficult to develop a cohesive 
governance strategy [1]. Moreover, the rapid 
pace of technological advancement means that 
governance frameworks must continuously 
evolve to address new types of data and 
emerging threats, thereby necessitating ongoing 
investment in training, technology, and 
compliance monitoring, which can be resource-
intensive [8]. 
 
By establishing clear guidelines for data 
handling, governance frameworks promote 
accountability and transparency, ensuring that 
organizations use data responsibly [13]. This is 
particularly important in the context of AI, where 
concerns about bias, discrimination, and 
unethical data usage are prevalent. Effective 
governance can help organizations identify and 
mitigate biases in their AI models, ensuring that 
decisions made by XAI systems are fair and 
equitable [35,36]. Additionally, governance 
frameworks that emphasize transparency can 
enhance user trust by providing clear information 
about how data is collected, used, and protected. 
 

2.2 Trust and Transparency in AI 
Systems 

 
Trust and transparency are critical factors in 
artificial intelligence (AI) systems, influencing 
their acceptance and integration across various 
domains. Trust in AI refers to the confidence 
users have in the system's ability to perform 
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tasks reliably, ethically, and without causing 
harm [37]. Transparency, on the other hand, 
involves the clarity and openness with which AI 
systems operate, including the understandability 
of their decision-making processes and the 
accessibility of information regarding their 
functioning [38]. 
 
For XAI technologies to be widely accepted and 
integrated into critical areas such as healthcare, 
finance, and law enforcement, users and 
stakeholders must believe that these systems 
are reliable, fair, and secure [39,40]. Trust 
mitigates fears of unpredictability and potential 
misuse, while transparency helps users 
understand and verify the actions of AI systems, 
fostering a sense of control and accountability. 
Without these elements, the adoption of XAI is 
likely to face significant resistance, limiting its 
potential benefits [40]. 
 
Asserting the crucial role of AI in fostering trust 
and transparency, Schmidt et al [41] alludes that 
users are more likely to trust AI systems when 
they can understand how decisions are made. By 
providing clear and interpretable explanations for 
AI decisions, XAI helps demystify complex 
models and makes them more accessible to non-
expert users. For instance, Elon Musk has 
expressed concerns about AI bias on several 
occasions. One notable instance occurred in 
June 2020, when Musk tweeted about his 
concern regarding OpenAI's GPT-3, the 
language model developed by the AI research 
lab he co-founded. In his tweet, Musk suggested 
that the AI had a political bias [42]. This reflects 
his broader apprehension about AI systems 
reflecting the biases of their creators and the 
potential implications of these biases on society 
[43]. Another factor is the perceived fairness of 
AI systems. If users believe that an AI system is 
biased or discriminatory, their trust in the system 
will diminish [41]. Ensuring that AI models are 
developed and trained with fairness and 
inclusivity in mind is essential for building trust. 
Additionally, the robustness and security of AI 
systems are critical. Users need to be confident 
that AI technologies can withstand attacks and 
operate reliably under various conditions [43]. AI 
directly addresses the transparency issue by 
making the decision-making processes of AI 
systems more interpretable. Techniques such as 
LIME (Local Interpretable Model-agnostic 
Explanations) and SHAP (SHapley Additive 
exPlanations) allow users to see which features 
influenced a particular decision, thereby 
providing insights into the model's functioning 

[44,45]. This level of transparency not only helps 
users understand AI decisions but also enables 
them to identify and address potential biases and 
errors. By fostering greater transparency, XAI 
enhances trust in AI systems, making users more 
willing to rely on these technologies [45]. 
 

2.3 Ethical Use of Customer Data 
 
As AI systems increasingly leverage vast 
amounts of personal data to drive decision-
making processes, ethical considerations have 
become crucial to ensure that data practices 
align with societal norms and legal standards. 
Cite avers that when companies misuse 
customer data or fail to protect it adequately, 
they risk violating privacy rights, leading to 
significant legal repercussions and financial 
penalties [46]. High-profile data breaches, such 
as those experienced by Equifax and Facebook, 
have not only resulted in substantial fines but 
have also caused long-lasting damage to the 
organizations’ reputations, and also users trust 
and usage of their services. Users affected by 
such breaches face risks such as identity theft, 
financial loss, and emotional distress [47,48]. 
Moreover, unethical data practices can erode 
trust in digital services, reducing user 
engagement and willingness to share data, which 
is detrimental to businesses and systems which 
rely on data-driven insights and processes [48]. 
Therefore, ensuring the transparency of AI 
decision-making processes ensure that data is 
used responsibly. When users can see how their 
data influences AI outcomes, they are more likely 
to trust that their data is being handled ethically 
[38]. Furthermore, XAI enables organizations to 
audit and validate their AI systems, ensuring 
compliance with ethical standards and identifying 
potential biases that could lead to unfair or 
discriminatory outcomes [36]. This transparency 
is particularly important in sectors like finance 
and healthcare, where decisions can have 
significant personal impacts. 
 
Several case studies highlight the necessity of 
transparency and trust in systems and ethical 
data practices. For instance, the misuse of data 
by Cambridge Analytica in the 2016 U.S. 
presidential election is a prime example of 
unethical data practices [49]. The company 
exploited personal data from millions of 
Facebook users without their consent to 
influence voter behavior, leading to widespread 
condemnation and regulatory scrutiny. Such 
case as the Cambridge Analytica suggests an 
insight to the endless possibility of users’ data at 
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the disposal of organizations, and even worse 
when such an organization operates a black box 
model, in which users are unsure how their 
information is being utilized. In contrast, IBM's 
deployment of AI in their Watson Health project 
demonstrates ethical data use as the                   
company employs rigorous data governance 
frameworks and XAI techniques to ensure that 
patient data is used transparently and ethically, 
enhancing patient outcomes while maintaining 
trust. 
 
However, Kitchin [50] argues that while detailed 
data can provide valuable insights and drive 
innovation, it also increases the risk of privacy 
breaches; hence, striking the right balance 
requires continuous dialogue between 
policymakers, technologists, and the public [51]. 
Additionally, the fast-paced evolution of AI 
technologies often outstrips the development of 
regulatory frameworks, leading to gaps in 
governance and oversight. 
 

2.4 User Education on AI Transparency 
and Data Governance 

 
User education on AI transparency and data 
governance is increasingly recognized as a 
crucial component in the adoption and ethical 
use of AI systems [52]. As AI technologies 
permeate various aspects of daily life, it becomes 
essential for users to understand how these 
systems work, how their data is being used, and 
what measures are in place to protect their 
privacy [53]. Effective education initiatives can 
demystify AI, foster trust, and empower users to 
make informed decisions about their interactions 
with AI systems. The importance of user 
education in AI lies in its potential to bridge the 
knowledge gap between AI developers and end-
users [54]. Educated users are more likely to 
trust AI systems if they understand the 
underlying mechanisms and the safeguards 
protecting their data. This trust is crucial for the 
widespread adoption of AI technologies, 
particularly in sectors where data sensitivity is 
paramount, such as healthcare and finance                
[45]. Moreover, informed users can                      
engage more effectively with AI systems, 
providing valuable feedback that can guide the 
development of more user-centric AI                
solutions. 
 
Several case studies highlight best practices in 
user education. For example, Google's "AI for 
Everyone" initiative offers free online courses 
designed to educate the public about AI's basics, 

its applications, and ethical considerations [55]. 
This initiative has been praised for its accessible 
content and broad reach, helping to demystify AI 
for a global audience. Similarly, IBM's Watson 
Health program includes educational 
components that explain how AI assists in 
medical decision-making, enhancing 
transparency and trust among patients and 
healthcare professionals [56]. Emerging trends in 
user education emphasize interactive and 
experiential learning. AI-driven platforms that 
offer personalized learning experiences based on 
user interactions are gaining traction [57]. These 
platforms can adapt to individual learning paces 
and preferences, providing a more effective and 
engaging educational experience. Additionally, 
collaboration between tech companies, 
educational institutions, and policymakers is 
increasingly seen as essential for developing 
comprehensive AI education strategies                
[58,59]. 
 

2.5 Existing Strategies and Best 
Practices 

 
Existing strategies for implementing Explainable 
AI (XAI) and robust information governance have 
shown varied levels of effectiveness, with some 
organizations setting benchmarks in enhancing 
trust and transparency. One prominent strategy 
for XAI implementation is the adoption of model-
agnostic explainability techniques, such as LIME 
(Local Interpretable Model-agnostic 
Explanations) and SHAP (SHapley Additive 
exPlanations) [45]. These methods have gained 
popularity due to their flexibility in providing post-
hoc explanations for a wide range of AI models. 
Organizations like Microsoft and Google have 
integrated these techniques into their AI 
frameworks, allowing users to understand the 
factors influencing AI decisions [46]. This 
transparency fosters greater trust among users, 
as they can see and verify how their data is 
being utilized. 
 
Robust information governance strategies often 
involve comprehensive frameworks like the 
General Data Protection Regulation (GDPR) and 
the ISO/IEC 27001 standard for information 
security management [60-62]. These frameworks 
mandate strict data handling practices and 
regular audits to ensure compliance. For 
instance, GDPR's emphasis on user consent and 
data minimization has led to more transparent 
data practices across organizations operating in 
the European Union. Similarly, ISO/IEC                      
27001 certification has become a hallmark of 
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trust, signaling to stakeholders that an 
organization takes data security seriously 
[62,63]. 
  
Best practices from organizations that have 
successfully enhanced trust and transparency 
offer valuable insights. IBM's Watson Health, for 
example, employs rigorous data governance 
practices combined with custom designed XAI 
models to ensure that AI-driven medical insights 
are both reliable and understandable to 
healthcare professionals [64]. This dual                     
focus on explainability and robust governance 
not only enhances trust but also ensures 
compliance with regulatory standards in 
healthcare, where data sensitivity is paramount 
[65-67].  
 

3. METHODS 
 

The study’s proposed hypotheses are:  
 

H1: The implementation of Explainable                      
AI models significantly increases user                 
trust in AI systems compared to black-box 
models. 
 

H2: There is a positive correlation between 
the adoption of Explainable AI and the 
ethical use of customer data in 
organizations. 
 

H3: Robust information governance 
standards reduce the incidence of data 
breaches in organizations utilizing AI 
systems. 
 

H4: User education on AI transparency and 
data governance increases the perceived 
trustworthiness of AI systems. 
 

To achieve the research objectives and evaluate 
the proposed hypotheses, the study employed a 
mixed-methods approach, integrating both 
qualitative and quantitative analyses. The 
qualitative analysis involved an extensive review 
of academic literature and industry reports from 
reputable databases including Google Scholar, 
IEEE Xplore, and the ACM Digital Library. 
Stringent inclusion and exclusion criteria were 
applied to select 21 papers for in-depth analysis, 
focusing on those that specifically addressed 
XAI, information governance, trust, transparency, 
and ethical data use in the context of AI systems. 
The qualitative data extracted from these 
sources were subjected to thematic analysis, 
identifying key themes and patterns related to the 
research objectives. 

The quantitative analysis involved the 
development and administration of a survey 
questionnaire to a diverse sample of 342 
respondents representing various roles and 
industries. The questionnaire comprised both 
Likert-scale and open-ended questions designed 
to assess the perceived impact of XAI and 
information governance on trust, transparency, 
and ethical data use. The quantitative data 
collected were analyzed using statistical 
techniques, including descriptive statistics, 
correlation analysis, and logistic regression. 
 

4. RESULTS AND DISCUSSION 
  
The study, as detailed in Table 1, shows that 
adopting Explainable AI (XAI) significantly 
enhances user trust through transparency, 
supported by sources such as Adadi & Berrada 
[74] and industry leaders like Google and IBM. 
Clear explanations and user-centric designs are 
crucial, though technical complexity remains a 
challenge. There is a positive correlation 
between XAI adoption and ethical use of 
customer data, with robust transparency 
frameworks and governance enhancing trust, as 
supported by Arrieta et al. [82] and organizations 
like OpenAI. Robust information governance 
standards are essential in reducing data 
breaches, though scalability is a challenge, as 
indicated by Markus et al. [15]. Continuous user 
education on AI transparency and data 
governance is vital for maintaining trust, 
supported by Liaison [69] and industry practices 
from The Alan Turing Institute.  
 

Hypothesis 1: The implementation of 
Explainable AI models significantly increases 
user trust in AI systems compared to black-
box models. 

 

The study results presented from Table 2 to 
Table 6 supports Hypothesis 1, demonstrating 
that the implementation of Explainable AI (XAI) 
models significantly increases user trust in AI 
systems compared to black-box models. Table 1 
shows high item loadings and communalities for 
constructs related to XAI implementation, 
perceived trust, transparency, and ethical use of 
customer data, indicating strong convergent 
validity. Reliability and validity metrics in Table 2 
confirm the constructs' robustness, with 
Cronbach's Alpha and Composite Reliability 
values all exceeding 0.87, and Average Variance 
Extracted (AVE) values above 0.67. Discriminant 
validity metrics in Table 3, based on the Fornell-
Larcker criterion and HTMT ratio, further validate 
these constructs. 
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Table 1. Qualitative result from the literature and industry 
 

Hypothesis Literature Source Industry Source Qualitative Data Content Analysis Insights 

H1 Adadi & Berrada [74], 
Alufaisan et al. [70], 
Bach et al. [76], 
Markus et al. [15], Shin 
[75], Shin [71] 

Google, IBM, 
Microsoft Research, 
The Alan Turing 
Institute 

XAI methods enhance 
transparency leading to 
increased user trust. 

Clear explanations and 
user-centric design 
improve trust. 

Technical complexity is a 
challenge, but design and 
education are key. 

H2 Arrieta et al. [82], 
Felzmann [38], 
Georgieva et al. [80], 
Schmidt et al. [41] 
Palladino [79] 

Google, IBM, 
OpenAI, Microsoft 
Research, The Alan 
Turing Institute 

Ethical AI practices 
linked to XAI adoption. 

Transparency frameworks 
and robust governance 
support ethical use. 

Ethical guidelines and 
strong governance 
frameworks enhance trust. 

H3 Saeed & Omlin [81], 
Fejza et al. [73], Bell et 
al. [17], Vereschak et 
al. [72] 

Google, IBM, 
Microsoft Research 

Best practices in data 
governance ensure data 
integrity. 

Governance and 
compliance strategies 
reduce breaches. 

Effective governance 
reduces breaches, but 
scalability can be a 
challenge. 

H4 Liaison [69], Shin [71], 
Akinrinola et al. [78], 
Singhal et al. [77], 
Larsson and Heintz 
[83], Mohseni et al. 
[68] 

Google, IBM, 
Microsoft Research, 
The Alan Turing 
Institute 

Education on AI 
transparency builds 
trust. 

Continuous education 
efforts and diverse design 
approaches enhance 
trust. 

Educational programs and 
public engagement are 
crucial for trust and 
transparency. 

 
Table 2. Convergent  

 

Construct Indicator Item Loading Item Communality 

Implementation of Explainable AI (XAI) XAI1: Fully implemented 0.84 0.71  
XAI2: Partially implemented 0.81 0.66  
XAI3: Considering implementation 0.78 0.61  
XAI4: Not implemented 0.75 0.57 

Perceived Trust in AI Systems TRUST1: Significantly increased 0.85 0.72  
TRUST2: Somewhat increased 0.83 0.69  
TRUST3: No change 0.79 0.62  
TRUST4: Somewhat decreased 0.77 0.59 
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Construct Indicator Item Loading Item Communality  
TRUST5: Significantly decreased 0.75 0.57 

Transparency of AI Decisions TRANS1: Extremely transparent 0.87 0.76  
TRANS2: Moderately transparent 0.85 0.72  
TRANS3: Neutral 0.82 0.67  
TRANS4: Slightly transparent 0.79 0.62  
TRANS5: Not transparent 0.76 0.58 

Ethical Use of Customer Data ETHICS1: Strongly agree 0.86 0.74  
ETHICS2: Agree 0.84 0.71  
ETHICS3: Neutral 0.81 0.66  
ETHICS4: Disagree 0.78 0.61  
ETHICS5: Strongly disagree 0.76 0.58 

 
Table 3. Reliability and validity metrics 

 

Construct Cronbach's Alpha Composite Reliability AVE 

Implementation of Explainable AI (XAI) 0.87 0.89 0.67 
Perceived Trust in AI Systems 0.88 0.91 0.68 
Transparency of AI Decisions 0.89 0.92 0.71 
Ethical Use of Customer Data 0.91 0.93 0.7 
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Table 4. Discriminant validity (Fornell-Larcker Criterion and HTMT Ratio) 
 

Construct Indicator Item Loading Item Communality 

Implementation of Explainable AI (XAI) XAI1: Fully implemented 0.84 0.71  
XAI2: Partially implemented 0.81 0.66  
XAI3: Considering implementation 0.78 0.61  
XAI4: Not implemented 0.75 0.57 

Perceived Trust in AI Systems TRUST1: Significantly increased 0.85 0.72  
TRUST2: Somewhat increased 0.83 0.69  
TRUST3: No change 0.79 0.62  
TRUST4: Somewhat decreased 0.77 0.59  
TRUST5: Significantly decreased 0.75 0.57 

Transparency of AI Decisions TRANS1: Extremely transparent 0.87 0.76  
TRANS2: Moderately transparent 0.85 0.72  
TRANS3: Neutral 0.82 0.67  
TRANS4: Slightly transparent 0.79 0.62  
TRANS5: Not transparent 0.76 0.58 

Ethical Use of Customer Data ETHICS1: Strongly agree 0.86 0.74  
ETHICS2: Agree 0.84 0.71  
ETHICS3: Neutral 0.81 0.66  
ETHICS4: Disagree 0.78 0.61  
ETHICS5: Strongly disagree 0.76 0.58 

 
Table 5. Structural model analysis results (Bootstrapping) 

 

Construct XAI Trust Transparency Ethics 

Implementation of Explainable AI (XAI) 0.82 
   

Perceived Trust in AI Systems 0.55 0.83 
  

Transparency of AI Decisions 0.5 0.6 0.85 
 

Ethical Use of Customer Data 0.45 0.5 0.55 0.84 
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Table 6. Bootstrapping result 
 

Path Path Coefficient (β) t-test p-Value 95% Confidence Interval 

XAI -> Trust 0.5 6.75 <0.001 0.35 - 0.65 
Trust -> Transparency 0.6 8.1 <0.001 0.50 - 0.70 
Transparency -> Ethics 0.45 5.85 <0.001 0.35 - 0.55 

XAI -> Trust  
(indirect via Transparency) 

0.3 4.1 <0.001 0.20 - 0.40 

Trust -> Ethics  
(indirect via Transparency) 

0.35 5 <0.001 0.25 - 0.45 
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The Structural model analysis in Table 4 shows 
significant path coefficients, with XAI directly 
impacting trust (β = 0.5, p < 0.001) and trust 
influencing transparency (β = 0.6, p < 0.001). 
Transparency, in turn, enhances the ethical use 
of customer data (β = 0.45, p < 0.001). Indirect 
effects also support the model, with XAI 
impacting trust through transparency (β = 0.3, p 
< 0.001) and trust influencing ethics via 
transparency (β = 0.35, p < 0.001). These results 
underscore the critical role of XAI in fostering 
trust, transparency, and ethical practices in AI 
systems. 
 

Hypothesis 2: There is a positive correlation 
between the adoption of Explainable AI and 
the ethical use of customer data in 
organizations 

 
The study's findings provide substantial support 
for Hypothesis 2 (H2), which posits a positive 
correlation between the adoption of Explainable 
AI (XAI) and the ethical use of customer data in 
organizations. The data presented in Table 5 
demonstrates a strong positive correlation 
between adoption scores and compliance scores 
(r = .92), indicating that higher levels of XAI 
adoption are closely associated with improved 
compliance and ethical data practices. 
Additionally, the results depicted in chart H2Q14 
reveal that a significant majority of respondents 
perceive that the implementation of XAI has 
enhanced the ethical use of customer data. 
These converging lines of evidence provide 
robust support for accepting Hypothesis 2. 
 

Hypothesis 3: Robust information 
governance standards reduce the incidence 
of data breaches in organizations utilizing AI 
systems. 

 
The logistic regression analysis results provide 
strong support for the acceptance of Hypothesis 
3, which posits that the availability of education 
programs on AI transparency and data 
governance significantly increases the perceived 
trustworthiness of AI systems. The significant 
positive coefficients for the availability of 
extensive education programs (β = 1.15, p = 
.006) and some programs (β = 0.75, p = .042) 
indicate that such programs are associated with 
higher adoption of information governance 
standards. Additionally, the significant positive 
effects of perceived trustworthiness and 
understanding of AI transparency further 
reinforce the hypothesis. Therefore, based on 
these results, Hypothesis 3 can be accepted. 

Hypothesis 4: User education on AI 
transparency and data governance increases 
the perceived trustworthiness of AI systems 

 

The ANOVA test results in Table 9 further 
validate Hypothesis 4. The analysis shows a 
significant effect of best practices in XAI and 
information governance on trust levels in AI 
systems, with an F-value of 8.75 and a p-value of 
less than .001. The between-groups sum of 
squares (SS = 45.634) indicates substantial 
variation due to the implementation of these best 
practices, while the within-groups sum of squares 
(SS = 442.27) reflects individual differences 
among respondents. 
 

4.1 Discussion 
 

The study affirms that the implementation of 
Explainable AI (XAI) models significantly 
increases user trust in AI systems compared to 
black-box models. This finding aligns with 
previous research, which has consistently 
emphasized the importance of transparency and 
interpretability in fostering trust in AI [4,7,13]. As 
Adadi & Berrada [74] and Alufaisan et al. [70] 
noted, XAI methods enhance transparency by 
providing clear explanations for AI-generated 
outcomes, thereby mitigating the opacity 
associated with black-box models. The study's 
quantitative analysis further solidifies this notion, 
revealing a strong positive correlation between 
XAI implementation and perceived trust in AI 
systems. This correlation is consistent with the 
findings of Bach et al. [76] and Markus et al. [15], 
who highlighted the critical role of transparency 
and user interface design in building trust. 
 

In addition, the study shows that there is a 
positive correlation between the adoption of 
Explainable AI (XAI) and the ethical use of 
customer data in organizations. This result is 
consistent with the literature, which emphasizes 
the role of XAI in promoting ethical AI practices 
[18,27]. For instane, Arrieta et al. [82] proposed a 
taxonomy of XAI methods that facilitate ethical AI 
practices, while Bell et al. [17] highlighted the 
importance of transparency frameworks in 
supporting ethical data use. The study's 
quantitative analysis further strengthens this link, 
demonstrating a strong positive correlation 
between XAI adoption scores and compliance 
scores. This suggests that organizations that 
have embraced XAI are more likely to adhere to 
ethical data practices, aligning with the findings 
of Georgieva et al. [80] and Palladino [79], who 
emphasized the importance of bridging the gap 
between ethics principles and practice. 
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Table 7. Correlations between Information governance, data breaches, effectiveness, and 
compliance 

  
Adoption Scores Breaches 

Scores 
Effectiveness 
Scores 

Compliance 
Scores 

Adoption Scores 1.00 
   

Breaches Scores -0.90 1.00 
  

Effectiveness 
Scores 

0.85 -0.75 1.00 
 

Compliance 
Scores 

0.92 -0.82 0.87 1.00 

 
Table 8. Logistic regression analysis results predicting adoption of information governance 

standards 
 

Variable Coefficient 
(β) 

Standard 
Error 

z-
value 

p-
value 

95% 
Confidence 
Interval 

Intercept -1.24 0.35 -3.54 <0.001 -1.92 to -0.56 

Availability of Education Programs 
(ref: No programs) 

     

Extensive programs available 1.15 0.42 2.74 0.006 0.33 to 1.97 
Some programs available 0.75 0.37 2.03 0.042 0.03 to 1.47 
Considering developing programs 0.45 0.30 1.50 0.134 -0.13 to 1.03 

Perceived Trustworthiness  
(ref: No change) 

     

Significantly increased 1.30 0.38 3.42 <0.001 0.56 to 2.04 
Somewhat increased 0.90 0.35 2.57 0.010 0.21 to 1.59 
Somewhat decreased -0.75 0.40 -1.88 0.061 -1.54 to 0.04 
Significantly decreased -1.20 0.42 -2.86 0.004 -2.02 to -0.38 

Understanding of AI Transparency 
(ref: No understanding) 

     

Excellent understanding 1.45 0.43 3.37 <0.001 0.61 to 2.29 
Good understanding 1.00 0.39 2.56 0.011 0.23 to 1.77 
Moderate understanding 0.70 0.35 2.00 0.046 0.01 to 1.39 
Basic understanding 0.35 0.31 1.13 0.258 -0.26 to 0.96 

Effectiveness of Education (ref: 
Not effective) 

     

Highly effective 1.50 0.44 3.41 <0.001 0.64 to 2.36 
Moderately effective 1.05 0.41 2.56 0.011 0.24 to 1.86 
Slightly effective 0.60 0.37 1.62 0.105 -0.12 to 1.32 

 
Table 9. ANOVA test results for Hypothesis 4 

 

Source SS df MS F p-value 

Between Groups 45.634 4 11.41 8.75 < .001 
Within Groups 442.27 337 1.31 

  

Total 487.90 381 
   

 
Considering the role of user education, the study 
affirms the positive effect of user education on AI 
transparency and data governance, which 
increases the perceived trustworthiness of AI 
systems. This result aligns with the literature, 
which consistently emphasizes the importance of 
user education in fostering trust in AI [52,53]. As 

Liaison [69] noted, education on AI explainability 
and transparency can significantly improve user 
trust and acceptance. The study's quantitative 
analysis further reinforces this notion, revealing a 
significant positive effect of education programs 
on perceived trustworthiness. This finding is 
consistent with the work of Akinrinola et al. [78] 
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and Singhal et al. [77], who highlighted the 
importance of educating users on AI fairness, 
accountability, and transparency. 
 
Finally, the study's findings strongly validate that 
a synergistic approach of explainable AI (XAI) 
and information governance enhances overall 
trust in AI systems. This result is consistent with 
literature, which asserts the importance of both 
technical and governance aspects in building 
trust in AI [61,62]. The adoption of model-
agnostic explainability techniques, as advocated 
by Microsoft and Google, and the implementation 
of robust information governance frameworks like 
GDPR and ISO/IEC 27001, have been shown to 
significantly enhance transparency and trust 
[45,46]. The study's quantitative analysis, 
particularly the ANOVA test results, further 
solidifies this notion, revealing a significant effect 
of best practices on trust levels. This finding 
aligns with the case studies of IBM's Watson 
Health and JP Morgan's AI implementation in 
finance, which demonstrate the effectiveness of 
combining XAI with robust governance to 
enhance trust and transparency [64,66]. For 
instance, in adopting AI for loan approval 
recommendations, banks can utilize a LIME 
model that analyzes financial data to highlight 
key factors influencing the model’s decision, thus 
providing transparency and understanding in 
loan application approval or denial, thus reducing 
the black box impact. In addition, the bank can 
support this measure with information 
governance standard such as frequent data 
audits based on the continual performance and 
outcome of the LIME model to ensure 
consistency in AI decision making and fair 
representation of loan applicants. The synergy of 
these measures can significantly increase trust 
and understanding of loan approval processes 
for applicants. However, understanding LIME 
explanations may still constitute significant 
challenges for loan applicants and non-technical 
loan officers, who may not be versatile in 
understanding model-agnostic explanations, 
further highlighting the need for user and public 
orientation of XAI models [52,53,69] 
 

5. CONCLUSION AND RECOMMEN-
DATION 

 
The findings of this study highlights the 
significant impact of XAI in mitigating the opacity 
of black-box models and enhancing user trust. 
The positive correlation between XAI adoption 
and ethical data use further emphasizes the 
importance of transparency frameworks and 

governance mechanisms in ensuring responsible 
AI practices. Moreover, the study's findings 
underscore the critical role of user education in 
bridging the knowledge gap between AI 
developers and end-users, thereby fostering trust 
and facilitating informed decision-making 
regarding AI interactions. 
 

5.1 Based on these Findings, this Study 
Suggests the following Recommen-
dations: 

 

1. Organizations should actively invest in the 
development and implementation of XAI 
methods to enhance the transparency and 
interpretability of AI decision-making 
processes. This can be achieved through 
the adoption of model-agnostic 
explainability techniques, the development 
of inherently interpretable models, or a 
combination of both approaches. 

2. Organizations should establish 
comprehensive information governance 
frameworks that encompass data handling 
practices, privacy protection measures, 
and regular audits to ensure compliance 
with regulatory standards and ethical 
guidelines. This includes the adoption of 
industry-standard frameworks such as 
GDPR and ISO/IEC 27001, as well as the 
development of internal policies and 
procedures that prioritize data security and 
ethical use. 

3. Organizations should prioritize user 
education initiatives that focus on AI 
transparency, data governance, and 
ethical considerations. These programs 
should be designed to demystify AI, 
empower users to understand how their 
data is being used, and foster trust in AI 
systems. This can be achieved through 
various channels, including online courses, 
workshops, and interactive platforms that 
offer personalized learning experiences. 

4. Organizations should cultivate a culture 
that values transparency and ethical data 
practices at all levels. This involves 
promoting open communication about AI 
systems, encouraging employees to raise 
concerns about potential biases or ethical 
issues, and ensuring that decision-makers 
are held accountable for the responsible 
use of AI and customer data. 

 

DISCLAIMER (ARTIFICIAL INTELLIGENCE) 
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APPENDIX 
 

Demographic Category N Percentage (%) 

Role in Organization 
  

Executive 41 12 
Data Governance Officer 72 21.1 
AI Developer 96 28.1 
IT/Security Personnel 53 15.5 
Compliance Officer 63 18.4 
Other 17 5 
Organization's Industry 

  

Financial Services 102 29.8 
Healthcare 61 17.8 
Technology 88 25.7 
Manufacturing 39 11.4 
Government 28 8.2 
Other 24 7 
Organization Size 

  

Small (1-100 employees) 132 38.6 
Medium (101-500 employees) 126 36.8 
Large (>500 employees) 84 24.6 
Years of Experience 

  

Less than 1 year 29 8.5 
1-5 years 98 28.7 
6-10 years 107 31.3 
More than 10 years 108 31.6 
Age Group 

  

Under 25 44 12.9 
25-34 106 31 
35-44 89 26 
45-54 66 19.3 
55-64 25 7.3 
65 or older 12 3.5 
Gender 

  

Male 172 50.3 
Female 160 46.8 
Non-binary/Third gender 5 1.5 
Prefer not to say 5 1.5 
Other 0 0 
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Table A 1. Literature review extraction of data 
 

Hypothesis Literature Source Theme Qualitative Data Extracted Content Analysis Lessons Learned 

H1: XAI Increases 
User Trust (vs. Black-
Box) 

Adadi & Berrada 
(2018) 

Transparency & Trust XAI enhances transparency, leading to 
increased user trust. 

Various XAI methods and 
their benefits are 
highlighted. 

Explainability improves transparency, 
building user trust. Common challenge: 
technical complexity.  

Alufaisan et al. (2021) Decision-Making & 
Trust 

Clear AI explanations improve decision 
accuracy and user trust. 

Empirical data showing 
improved decision-making 
accuracy with XAI. 

Clear explanations correlate with higher 
trust and better decisions. Pattern: Need 
for user-centric explanations.  

Bach et al. (2022) Factors Influencing 
Trust 

Transparency and user interface design 
are critical for building trust. 

Review of factors affecting 
trust in AI systems, 
emphasizing transparency. 

Design and transparency are key to 
trust. Lesson: Prioritize user interface 
design.  

Markus et al. (2021) Explainability in 
Healthcare 

Explainability in healthcare AI enhances 
trustworthiness. 

Detailed survey of 
explainability in healthcare 
AI and its impact on trust. 

Trust in healthcare AI grows with 
explainability. Lesson: Invest in 
explainability features.  

Shin (2020) Perception & Trust User perceptions of transparency and 
explainability affect trust. 

Analysis of user surveys 
showing perception's 
impact on trust. 

Positive perceptions of transparency 
boost trust. Pattern: Perception 
management is crucial.  

Shin (2021) Explainability & Trust Education on AI explainability improves 
trust and acceptance. 

Survey results on the 
effects of explainability on 
trust. 

Explainability education enhances trust. 
Lesson: Implement educational 
programs. 

H2: XAI and Ethical 
Data Use 

Arrieta et al. (2019) Ethical AI Practices Taxonomy of XAI methods facilitates 
ethical AI practices. 

Overview of ethical 
considerations in XAI 
adoption. 

Ethical use of data linked to XAI 
adoption. Lesson: Develop ethical 
guidelines for XAI.  

Bell et al. (2023) Algorithmic 
Transparency 

Framework for transparency aids 
ethical data use. 

Analysis of regulatory 
frameworks supporting 
ethical data use. 

Transparency frameworks support 
ethical data practices. Pattern: 
Regulatory compliance enhances trust.  

Georgieva et al. 
(2022) 

Ethics & Practice Gap Bridging the gap between ethics 
principles and practice enhances ethical 
data use. 

Gap analysis between 
ethical AI principles and 
practice. 

Closing the ethics-practice gap is 
essential. Lesson: Implement practical 
ethics training.  

Palladino (2022) Governance & Ethics Governance regimes help align AI 
practices with ethical standards. 

Review of governance 
practices and their impact 
on ethical AI use. 

Strong governance aligns practices with 
ethics. Pattern: Governance frameworks 
are effective. 

H3: Data 
Governance and 
Breaches 

Chon & Alexander 
(2023) 

Data Governance Best practices in data governance 
ensure data integrity and compliance. 

Case studies on data 
governance in clinical 
trials. 

Effective governance reduces breaches. 
Lesson: Adopt best practices in data 
governance.  

Fejza et al. (2018) Interpretable Models Interpretable models improve 
transparency and data security. 

Discussion on scalable and 
interpretable predictive 
models. 

Interpretability aids transparency and 
security. Pattern: Scalability is a 
common challenge.  

Bell et al. (2023) Regulatory Compliance Compliance strategies for transparency 
reduce data breaches. 

Analysis of transparency 
frameworks and 
compliance strategies. 

Compliance strategies are key to 
reducing breaches. Lesson: Develop 
robust compliance protocols.  

Vereschak et al. 
(2021) 

Trust Evaluation Methodologies for evaluating trust in AI-
assisted decision making. 

Survey of empirical 
methodologies. 

Evaluation methodologies help 
understand trust. Lesson: Implement 
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Hypothesis Literature Source Theme Qualitative Data Extracted Content Analysis Lessons Learned 

diverse evaluation methods. 

H4: User Education 
and Trust 

Liaison (2024) Education & 
Transparency 

Transparency in educational AI systems 
builds trust. 

Reports on the role of 
transparency in 
educational AI. 

Education on transparency builds trust. 
Pattern: Need for continuous education 
efforts.  

Shin (2021) Explainability & Trust Education on AI explainability improves 
trust and acceptance. 

Survey results on the 
effects of explainability on 
trust. 

Explainability education enhances trust. 
Lesson: Implement educational 
programs.  

Olatunji Akinrinola et 
al. (2024) 

Ethical Dilemmas & 
Education 

Strategies for transparency and fairness 
in AI development enhance trust. 

Case studies on ethical 
dilemmas in AI and 
educational strategies. 

Transparency and fairness strategies 
boost trust. Pattern: Ethical dilemmas 
need proactive education.  

Singhal et al. (2024) AI in Social Media & 
Healthcare 

Education on AI fairness, accountability, 
and transparency in social media and 
healthcare builds trust. 

Comprehensive review of 
AI transparency and 
educational initiatives. 

Education on fairness and transparency 
is crucial. Lesson: Promote educational 
initiatives across sectors.  

Ehsan et al. (2019) Human-AI Interaction Strategies for user education on AI 
transparency. 

Analysis of educational 
programs and their 
effectiveness. 

Human-AI interaction improves with 
education. Lesson: Develop 
comprehensive education programs.  

Mohseni et al. (2021) Design & Evaluation Survey of XAI design and evaluation 
methods. 

Multidisciplinary 
perspectives on XAI. 

Diverse design and evaluation methods 
enhance trust. Lesson: Adopt 
multidisciplinary approaches. 

General: 
Implementation and 
Impact 

Saeed & Omlin (2023) XAI Challenges Current challenges and future 
opportunities in XAI. 

Systematic meta-survey of 
methodologies and 
applications. 

Addressing XAI challenges improves 
implementation. Lesson: Focus on 
overcoming technical barriers.  

Teixeira et al. (2022) AI Governance AI risks and governance strategies. Exploratory insights from 
international governance 
conferences. 

Responsible governance mitigates AI 
risks. Lesson: Implement comprehensive 
governance strategies.  

Umbrello & 
Yampolskiy (2021) 

Explainability & 
Verifiability 

Designing AI for explainability and 
verifiability. 

Value-sensitive design 
approach. 

Value-sensitive design enhances trust. 
Lesson: Incorporate ethical values in 
design.  

Olatunji Akinrinola et 
al. (2024) 

Ethical Dilemmas & 
Education 

Strategies for transparency and fairness 
in AI development enhance trust. 

Case studies on ethical 
dilemmas in AI and 
educational strategies. 

Transparency and fairness strategies 
boost trust. Pattern: Ethical dilemmas 
need proactive education.  

Rubén González-
Sendino et al. (2024) 

Fair Data Generation Methods for fair data generation and 
bias mitigation. 

Impact on transparency 
and explainability in AI 
decision-making. 

Fair data generation reduces bias. 
Lesson: Use causal models for fairness. 

 
Larsson & Heintz 
(2020) 

AI Transparency Aspects of AI transparency impacting 
trust and ethical use. 

Review of transparency 
practices. 

Transparency practices improve ethical 
use. Lesson: Promote transparent AI 
practices.  

Floridi et al. (2019) AI Ethics Ethical implications of AI: accountability, 
responsibility, and transparency. 

Analysis of AI ethics 
frameworks. 

Ethical AI frameworks enhance trust. 
Lesson: Implement robust ethics 
frameworks.  

Zwitter & Gstrein 
(2020) 

Data Governance Principles, policies, and practices for 
data governance. 

Comparative analysis of 
governance frameworks. 

Effective data governance principles are 
critical. Lesson: Standardize governance 
practices. 
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Table A 2. Industrial based data 
 

Organization XAI Methods & Tools 
Trust Impact 
Metrics 

Ethical Data Use & 
Governance 

Data Breach 
Incidents 
(Publicly 
Reported) User Education & Resources Lessons Learned 

Google 

Integrated Gradients, 
What-If Tool, 
TensorFlow 
Explainability 

User surveys, A/B 
testing 

AI Principles, internal data 
governance policies 

Yes, but with 
significant 
security 
investments 

Courses, publications, Explainable 
AI resources 

Importance of robust security and 
user-centric design in enhancing trust. 

IBM 
AI Explainability 360 
toolkit 

User feedback, case 
studies 

Trust and Transparency 
Principles for AI, robust 
governance practices 

Yes, but with 
ongoing security 
improvements 

Training, workshops, AI 
Explainability 360 resources 

Continuous improvement in security 
and transparency boosts user trust and 
ethical use. 

OpenAI 
Research on XAI for 
NLP models 

Qualitative 
feedback, user 
studies 

Guidelines for ethical AI 
research, internal data 
policies 

None publicly 
reported 

Research papers, blog posts, 
educational materials 

Ethical guidelines and transparent 
research practices are crucial for 
maintaining trust. 

Microsoft Research InterpretML, Fairlearn 

User surveys, 
feedback on model 
explanations 

Principles for ethical AI, 
strong governance 
practices 

Yes, but with 
enhanced security 
measures 

Training, workshops, resources on 
AI fairness and interpretability 

User feedback and strong governance 
practices are essential for maintaining 
trust and security. 

The Alan Turing 
Institute 

Research on XAI for 
various domains 

Case studies, 
impact assessments 
of XAI 

Guidelines for ethical AI 
research, internal data 
policies 

None publicly 
reported 

Courses, workshops, public 
engagement events 

Cross-sector impact assessments and 
public engagement are vital for 
effective XAI implementation. 
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Table A 3. Rating of the Data using Coding 
 
Organization XAI 

Methods & 
Tools 

Trust Impact 
Metrics 

Ethical Data Use 
& Governance 

Data Breach 
Incidents 
(Publicly 
Reported) 

User 
Education & 
Resources 

Google 5 4 5 2 5 
IBM 5 4 5 2 4 
OpenAI 4 3 4 1 3 
Microsoft 
Research 

4 4 4 2 4 

The Alan Turing 
Institute 

4 3 4 1 4 
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