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ABSTRACT 
 

Object detection is the crucial task in the field of computer vision. In recent years, intelligent driving 
technology and intelligent transportation system have set off a boom. Therefore, vehicle object 
detection has also become a hot research task in the field of computer vision and deep learning. 
With the rapid development of deep learning, the current mainstream vehicle detection algorithms 
are Convolutional Neural Networks (CNN)-based two-stage and one-stage object detection 
algorithms. Because of the local nature of the image presented by CNN, the global receptive field of 
the network is limited. At the same time, Transformer shows a strong long-distance dependence 
characteristic, and opens up a new idea of combining images with Transformer. Therefore, the 
research of object detection algorithm based on Transformer gradually causes a boom. This paper 
mainly introduces the advantages and disadvantages of several representative algorithm models, 
and makes a summary and prospect. 
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1. INTRODUCTION 
 
In the development of intelligent driving tech- 
nology and intelligent transportation system, 
vehicle object detection, as an important part of 
intelligent driving environment perception, 
provides strong support for subsequent vehi- cle 
decision-making planning, behavior cont- rol and 
other tasks. It is of great significance and value in 
intelligent driving, building intel- ligent 
transportation system and smart city.T- he main 
problems are still the accuracy,spe- ed and 
accuracy of the detection algorithm. Therefore, 
how to achieve efficient vehicle detection has 
become a hot research cont- ent. The task of 
object detection includes two parts: object 
classification and position- ing. Its essence is to 
locate and classify the object, locate the object of 
interest in the image, and then correctly identify 
the categ- ory of the object according to the 
feature information, and then use the detected 
frame to locate the object, so as to complete the 
detection task. 
 
The traditional vehicle detection algorithm [1,2,3] 
is based on artificial feature extrac- tion. Although 
it has achieved certain results, it also shows its 
inherent drawbacks. In the artificial feature 
extraction, a large number of redundant Windows 
will be generated by sliding Windows, which has 
a direct impact on the accuracy of the algorithm. 
Moreover, there are a large number of redundant 
calcu- lations, which will make it difficult to 
improve the running speed. Therefore, the 
traditional vehicle detection algorithm has been 
difficult to meet the needs of high performance 
detection. The vehicle detection algorithm based 
on deep learning aims at the defects of traditional 
vehicle detection, a neural net- work model 
capable of self-learning image features is 
proposed. Since the emergence of Alex Net [4], 
the object detection algorithm has opened an era 
of deep learning domin- ated by convolutional 
neural networks [5,6,7] (CNN), making a new 
breakthrou- gh in the accuracy and real-time of 
vehicle detection, which has aroused widespread 
concern. At present, a large number of network 
models with simplified architecture and good 
training effect have been proposed. The 
dominant vehicle object detection algor- ithms 
are mainly divided into one-stage and two-stage 
detection algorithms. 
 
Convolutional neural network has always been 
considered as the basic model of computer 
vision. Due to the outstanding performance of 
Transformer [8] in the field of Natural Language 

Processing [9,10,11], it has been highly 
concerned by researchers, and has gradually 
been introduced into visual tasks and gained 
competitiveness. Convolutional neural network 
has translation invariance, local sensitivity and 
other induct- ive biases, which can well capture 
the local feature information of the image. 
However, CNN has limited receptive field and 
does not have the ability to obtain global 
information. It needs to stack convolution layers 
continu- ously to extract the image from local to 
global information. In contrast, Transformer's 
advantage lies in its global receptive field [12,13], 
which can focus on global information. Therefore, 
Transformer provid- es a new possibility 
[14,15,16,17,18] for visual feature learning. The 
visual model based on Transformer has achieved 
a comparable or even leading effect of convo- 
lutional neural network in image classification 
[19,20], object detection [21,22], image 
segmentation [23,24], video understanding 
[25,26], image generation [27] and other fields, 
making the accuracy and real-time of vehicle 
detection reach a new height. 
 

2. TWO-STAGE VEHICLE DETECTION 
ALGORITHM 

 
The two-stage algorithm divides the detecti- on 
problem into two stages. First, the algorithm, 
including selective search or regional proposalion 
network, is used to extract the region proposal, 
and then the candidate region is put into the 
classifier SVM for secondary correction to get the 
detection results. At present, typical algori- thms 
include R-CNN [28], SPP-Net [29], Fast R-CNN 
[30], Faster R-CNN [31], and Feature Pyramid 
Networks (FPN) [32], Mask R-CNN [33]. 
 

2.1 R-CNN 
 
In 2014, Girshick [28] et al. proposed R-CNN 
model and made a great breakthrough by using 
convolutional neural network in object detection 
tasks. As shown in Fig. 1, The main process is 
roughly divided into four steps: 1) input image; 2) 
selective search (SS) algorithm was used to 
extract about 2000 candidate domains that may 
contain objects; 3) Send the regions proposal to 
CNN for feature extraction; 4) SVM was used for 
classification and border adjustm- ent of 
extracted features. 
 
Compared with the traditional vehicle detection 
algorithm, R-CNN uses selective search to solve 
the problem of too much computation when 
sliding window generates candidate boxes. In 
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addition, CNN is used to extract the features of 
the region of interest, which solves the defect of 
the limited feature characterization ability of the 
traditional detection algorithm. SVM classifier 
was use- d for classification, and regression 
algorithm was introduced to adjust the object 
boundary box to improve the inconsistency 
between the region of interest and the actual 
object. Through these methods, the performance 
of R-CNN algorithm is significantly improved, and 
the mAP on Pascal VOC 2007 [34] dataset 
reaches 58.5%. However, there are still some 
problems. It takes too long to generate candidate 
boxes by using the selective search algorithm, 
which affects the detection speed. Candidate 
areas need to be trimmed to a fixed size, which 
will cause information loss or partition of too 
much background; The training of the network 
should be carried out in multiple steps, which 
leads to a long time and other problems. 
 

2.2 SPP-NET 
 

In 2015, Kaiming He et al. proposed the Spatial 
Pyramid Pooling Network [29] (SPP-Net) object 
detection algorithm, which is an improvement of 
R-CNN [28]. In this algo- rithm, a spatial pyramid 
pool structure is ad- ded between the last 
convolution layer and the full connection layer, so 
that the features of any proportion region can be 
extracted without scaling the region proposal, 
avoiding the information loss caused by scaling 
and cutting the image in the region of interest. 
This algorithm sends the whole image into the 
convolutional neural network to extract features 
without repeating the convolution operation. 
While ensuring the detection acc- uracy, the 
detection speed is greatly improv- ed, which is 
24--102 times higher than that of R-CNN 
algorithm. Meanwhile, the mAP on VOC 2007 
dataset [34] is increased to 59.2%. Although 
SPP-Net optimizes the time cons- uming problem 
of R-CNN algorithm, there are still some 
problems. Just like R-CNN, multi-step training is 
required, and the multi-scale of the spatial 
pyramid pool model cannot fine-tuned all the 
previous convoluti- on layers. 
 

2.3 FAST R-CNN 
 

In 2015, Girshick et al. proposed Fast R-CNN [30] 
algorithm and improved R-CNN by adopting the 
mthod of SPP. Architecture of Fast R-CNN 
shown in Fig. 2. VGG-16 [35] backbone network 
is used to replace AlexNet to adjust the multi-
scale pyramid Pooling model in the spatial 
pyramid algorithm into a single-scale ROI 
Pooling layer, so that parameters of all 

convolution layers can be fine-tuned. Multi-task 
Loss function is also proposed. SoftMax classifier 
is used to replace SVM classifier, and 
classification and regression tasks are carried 
out at the same time, so that classification and 
positioning tasks can not only share convolution 
features, but also promote each other to improve 
detection effect. Compared with R-CNN [28] and 
SPP-Net algorithms, Fast R-CNN integrates 
multiple steps into a model, and the training 
process is no longer divided into multiple steps, 
which improves the network performance and 
speeds up the training speed. However, Fast R-
CNN still has some problems, such as the slow 
generation of regions proposal. 
 

2.4 FASTER R-CNN 
 

In 2015, Ren et al. proposed the algorithm 
framework Faster R-CNN [31], which introduced 
Region Proposal Networks (RPN) to replace the 
original Selective search method. As shown in 
Fig. 3. The main contribution of this algorithm is 
RPN, which generates a large number of object 
regions proposal based on Anchor mechanism 
and greatly improves the speed of regional 
proposal. RPN takes the feature map of arbitrary 
size as input, and generates some candidate 
regions which may contain the object through 
convolution operation. Faster R-CNN can carry 
out multiple steps of region proposal, feature 
extraction, classification and positioning in the 
same network, so as to achieve end-to-end 
training and greatly improve the training 
efficiency. The mAP of Faste R-CNN on PASCAL 
VOC2007 [34] dataset was improved to 78%. 
Although it has a high detection accuracy, it has 
poor detection effect on small objects. 
 

2.5 FPN 
 

In 2017, Lin et al. improved Faster R-CNN [31] 
and proposed the Feature Pyramid Networks [32] 
(FPN) detection algorithm. FPN constructs a top-
down architecture characterized by the addition 
of multi-scale features and feature fusion. The 
detection algorithm introduced above only 
detects the top-level feature, but the object 
location information of the top-level feature is 
less. However, the underlying feature has little 
semantic information, but it just has exact 
location information. Therefore, the top-down 
structure of FPN is adopted. By fusing the spatial 
information of the semantic-rich feature maps of 
different resolutions, the prediction is carried out 
on the feature maps of multiple scales at the 
same time. The FPN has not only strong 
semantic information, but also rich geome- tric 
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information, and the detection effect of small 
objects is improved. 
 

2.6 MASK R-CNN 
 

In 2017, He et al. proposed Mask R-CNN [34], 
which is an extension of Faster R-CNN. The RoI 
Align layer is used to replace the RoI Pooling 
layer of Faster R-CNN, and the bilinear 
interpolation algorithm is used to adjust the 
deviation caused by integer quan- tization, so 
that the features obtained by each receptive field 
can be aligned with the receptive field of the 
original image, thus improving the accuracy of 
object detection branches. Mask R-CNN adds a 
mask branch on the basis of classification and 
regression, and combines multi task loss with 
classifica- tion error, regression error, and 
segmentati- on error to achieve a network for 
image segmentation and object detection. The 

mAP of the algorithm on the MS COCO dataset 
reaches 39.8% However, it is difficult to meet the 
needs of real-time detection, because of the 
addition of segmentation branches, resulting in a 
large amount of computation. 
 

3. ONE-STAGE VEHICLE DETECTION 
ALGORITHM 

 

One-stage algorithm, that is, end-to-end, one-
stage detection of vehicle objects. The stage of 
candidate region generation is omitted and the 
object classification and position coordinates are 
obtained directly. This detection method greatly 
improves the running speed of the algorithm and 
meets the requirement of real-time object 
detection. Typical algorithms include YOLO(You 
Only Look Once) series [36,37,38,39,40,41,42] 
and SSD(Single Shot Multibox Detector) series 
[43,44]. 

 

 
 

Fig. 1. Architecture of R-CNN 
 

 
 

Fig. 2. Architecture of fast R-CNN 
 

 
 

Fig. 3. Architecture of faster R-CNN 
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3.1 YOLO 
 
In 2016, Redmon et al. proposed a one-stage 
object detector, YOLO [36] (You Only Look Once). 
The difference between YOLO and two-stage 
detection algorithm is that YOLO eliminates the 
step of candidate box extraction and directly 
uses regression to classify objects and predict 
candidate boxes. The network structure is simple, 
and the detection speed is improved to about 10 
times that of Faster R-CNN [31]. Structure of 
YOLO shown in Fig. 4. The algorithm first divides 
the input image into S×S grids, and each grid 
unit is only responsible for predic- ting the object 
in the center of the grid. The result of each 
prediction includes the proba- bility of the 
boundary box and the objects in the boundary 
box belonging to various cate- gories. Finally, the 
non-maximum suppress- ion algorithm (NMS) [46] 
is used to remove the excess boundary boxes 
and obtain the detection result. Although YOLO 
algorithm is fast, it also has several 
disadvantages :1) for multiple adjacent objects, it 
is easy to miss detection; 2) YOLO does not 
solve the problem of multi-scale Windows, so the 
detection effect of small-scale objects is not good. 
 
In 2017, Redmon et al. improved the YOLO 
network structure and proposed the YOLOv2 [37] 
algorithm. This model uses DarkNet-19 as the 
backbone network, and Batch Normalization (BN) 
is added after each convolutional layer, thus 
solving the problem of low detection accuracy of 
YOLO v1 algorithm. Higher resolution classifiers 
are used to adapt to high resolution inputs. Two 
different scale features were used to enhance 
the prediction robustness of the model for multi-
scale images. The number and shape of 
boundary boxes were generated by K-Means 
clustering to improve the confidence score. The 
Binary Cross Entropy loss function was used to 
replace the Softmax function, which improved the 
recall rate and accuracy, and the mAP was 
increased to 78.6% on VOC 2007 [34] dataset . 
However, the detection effect of YOLOv2 on 
small objects is still poor, and the detection 
accuracy is not high enough. 
 
In 2018, Redmon et al. improved YOLOv2 and 
proposed YOLOv3 [38]. The algorithm uses a 
more complex backbone network, the residual 
network model Darknet-53, to extract features. 
Moreover, FPN structure is used for multi-scale 
prediction to obtain more effective information of 
small objects, so as to improve the detection 
accuracy of small objects. The 1 ×1 convolution 
and Logistic activation function were used to 

replace the Softmax classification layer for more 
effective data fitting. The YOLOv3 algorithm 
obtained 33.0% AP and 57.9% mAP in MS 
COCO [45] data set. This algorithm can improve 
the detection performance of small objects 
obviously, but the detection accuracy and real-
time performance are still poor. 
 
In 2020, Bochkovskiy et al. improved on YOLOv3 
and proposed YOLOv4 [39]. This algorithm uses 
a CSP Darknet-53 backbone Network combined 
with Spatial Pyramid Pooling (SPP) and Path 
Aggregation Network (PAN) for feature fusion. 
Mish activation function is also used to achieve 
higher performance. mAP on the MS COCO 
dataset [45] achieved 43.5% and a speed of 65 
FPS. 
 
In 2020, Jocher et al. proposed YOLOv5 [18]. 
Focus structure and CSP structure are added to 
the backbone network, and FPN+PAN structure 
is used in Neck to enhance the network feature 
fusion. The YOLOv5 is slightly weaker than the 
YOLO v4 [39] in performance, but far more 
flexible and faster. 
 
The YOLOv6 [41] algorithm uses the more 
efficient main network EfficientRep, and neck 
also builds ReP-PAN based on Rep and PAN. In 
terms of training strategy, Achor-free is adopted. 
At the same time, SimOTA label assignment 
strategy and SIOU bounding box regression loss 
were used to further improve the detection 
accuracy. In MS COCO [45] dataset, the 
accuracy reached 43.1% AP. 
 
YOLOv7 [42] algorithm, focusing on the 
optimization of training process, designed 
several trainable bag-of-freebies, so that real-
time object detection can greatly improve the 
detection accuracy without increasing the 
reasoning cost. A new label assignment method, 
coarse-to-fine lead guided lable assignment, is 
proposed. A compound scaling method of extend 
and compound scaling for real-time object 
detector is also proposed to make effective use 
of parameters and calculations. 
 

3.2 SSD 
 
In 2016, Liu et al. proposed the SSD [43] (Single 
Shot Multibox Detector) model based on the 
advantages of fast detection speed of YOLO and 
accurate positioning of Faster R-CNN [31]. As 
shown in Fig. 5. In this algorithm, VGG-16 [35] 
was used as the backbone network to extract 
image features, and multiple convolution layers 
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were added after VGG-16 to obtain multi-scale 
feature maps for predicting results. Based on the 
Anchor mechanism in the Faster R-CNN [31] 
algorithm, candidate regions are obtained from 
the feature map through prior boxes with different 
sizes, so as to detect objects with different sizes 
better. It has better dete- ction effect for objects 
with overlapping areas or close distances and 
improves the recall rate. In addition to ensuring 
the detec- tion accuracy, the algorithm speed 
was also accelerated. The mAP on VOC 2007 
[34] dataset reached 79.8%, which was 3 times 
faster than that of Faster R-CNN [31]. However, 
SSD has many duplicate boxes, and the 
detection effect of small objects is not as good as 
that of the two-stage algorithm. 
 
In 2017, FU C Y et al. proposed DSSD [44] 
algorithm, because the weak detection effect of 
SSD algorithm on small objects is mainly due to 
the weak representation ability of feature map, so 
DSSD is mainly aimed at improving the 
representation ability of shallow stage. ResNet-
101 was used as the backbone network, 
replacing VGG. The deep features and shallow 
features obtained by multiple deconvolution are 
fused to enrich the context information of small 
objects, thus effectively improving the detection 

performance of small objects. Compared with 
SSD [43], DSSD extracts more robust features, 
which improves the accuracy. 

 
In 2017, Li Z X et al. proposed the FSSD [46] 
algorithm. By using the idea of FPN algorithm for 
reference, multi-scale features and information 
are fused. Although the detection accuracy of 
small object is reduced, the detection speed is 
significantly improved. 

 
4. VEHICLE DETECTION ALGORITHM OF 

TRANSFORMER-BASED 
  
The typical feature of CNN is locality, which is an 
inductive bias feature based on the strong 
correlation of adjacent pixels. Unlike CNN, 
Transformer's learning process is based on the 
interaction of global informati- on. Therefore, the 
combination of CNN and Transformer will help 
improve the network's ability to learn and 
represent features. The structure of Transformer 
shown in Fig. 6. 
 

This section mainly introduces several com- mon 
Transformer based vehicle detection models, 
such as DETR series [47,22,21,48,49], Vision 
Transformer (ViT) series [20,50,51] and FPT [52]. 

 

 
Fig. 4. Architecture of YOLO 

 

 
 

Fig. 5. Architecture of SSD 



 
 
 
 

Dong et al.; J. Eng. Res. Rep., vol. 23, no. 12, pp. 165-177, 2022; Article no.JERR.94323 
 
 

 
171 

 

 
 

Fig. 6. Architecture of transformer 
 

4.1 DETR Series 
 
In 2020, Carion et al. proposed DETR [21] model, 
which is the first end-to-end object detection 
algorithm based on Transformer. Architecture of 
DETR shown in Fig. 7. The model adopts a 
structure combining ResNet-50 feature extraction 
and Transfor- mer to realize object detection, and 
the detection task is divided into two parts: 
feature extraction and object detection. During 
the training, the bipartite matching loss function 
that forces unique matching between ground-
truth boxes and prediction, eliminating the post-
processing performance of a hand-designed 
NMS [53]. The DETR extracts the image features 
through the encoder, and then interacts with the 
image features using the randomly initialized 

object query mechanism. The object query vector 
contains the location information and feature 
information of potential objects. It extracts the 
object information using the self attention 
mechanism. After multi-layer interaction, it uses 
the full connection layer to predict the target 
information from each object query to form the 
final detection result. The AP of this model on MS 
COCO dataset is similar to that of Faster R-CNN 
[31], but due to the complexity of attention 
quadratic computing and other factors, the 
convergence speed is slow, It takes up to 500 
epochs of training to get a more stable effect. 
The main reason for its slow convergence is the 
design of the object query mechanism,10-20 
times slower than that of Faster R-CNN, and the 
detection effect of small objects is poor. 
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Fig. 7. Architecture of DETR 
 
In 2020, Zhu et al proposed Deformable DETR 
[22] mode to solve the DETR problem. This 
model draws on the idea of deformable 
convolution [54] and carries out sparse sampling 
on feature maps of different levels to accelerate 
the convergence rate of key positions that the 
model focuses on learning. Meanwhile, the multi-
scale deformable attention mechanism is used to 
aggregate the information between multi-scale 
feature maps to improve the detection accuracy 
of small objects. Compared with DETR [21] 
model, the convergence rate is 10 times faster, 
so the training speed and small object detection 
are improved, but the effect is not good for 
occluded objects. 
 

Zheng et al proposed a new Adaptive Clustering 
Transformer [46] (ACT) based on DETR [21], 
Locality Sensitive Hashing (LSH) [55] is used to 
reduce the complexity of the model,to compress 
the number of object queries, and ACT replaces 
the self-attention [10,56,57,11] module in the 
DETR model without any retraining. Indeed, 
Multi-Task Knowledge Distillation (MTKD) was 
used to reduce the performance decline. This 
meth- od reduces the computation cost and 
achie- ves a good balance between performance 
and computation. 
 
Zhigang Dai et al proposed UP-DETR [48] 
(Unsupervised Pre-trained DETR), a object 
detection algorithm with unsupervised pre-
training. Pre-training Transformer in an 
unsupervised way to give it good visual 
representation; In order to solve the problem of 
multi-query positioning, multiple single query 
blocks were allocated to different object queries, 
in which each query block was independently 
predicted by the attention mask and object query 
shuffle mechanism, thus simulating the multiple 
objects detecti- on task and accelerating the 
convergence rate of the DETR model. 42.8% AP 
was implemented on the MS COCO [45] dataset. 
UP-DETR has higher precision and faster 
convergence rate than DETR [21], which proves 

the feasibility and effectiveness of the 
unsupervised pre-training strategy. 
 
Zhuyu Yao et al. proposed the Efficient DETR [49] 
model, which is a simple and effective pipeline 
for end-to-end object dete- ction. This model 
predicts the proposals of top score on the deny 
feature map from CNN. The 2D or 4D 
coordinates of these proposals are used to 
initialize the reference point In addition, select 
the top-k feature to initialize the object query In 
order to improve the problem of arrogant 
convergence speed caused by initialization, the 
model uses the features learned by the encoder 
network based on Transformer to make intensive 
prediction, obtain the position, size and cate- 
gory information corresponding to the poss- ible 
object information, and select the results with 
high confidence as the initial state of the target 
query, and then use the decoder to make sparse 
prediction to match the final detection results. It 
mainly uses dense dete- ction and sparse set 
detection at the same time to reduce the gap 
between one decoder structure and six decoders 
structure before initializing the target container. 
With only three encoders and one decoder, 
training 36 epochs can achieve 44.2% mAP on 
MS COCO. It greatly surpasses the modern 
detectors on CrowdHuman datasets. 
 

4.2 Vision Transformer (ViT) Series 
 

In 2020, Dosovitskiy et al. proposed Vision 
Transformer [20] (ViT) model, which comple- tely 
replaces convolution structure to compl- ete 
image classification task. Architecture of ViT 
shown in Fig. 8. Firstly, the input image is cut into 
small blocks of fixed size, which is linearly 
mapped and then the positi- on code is added 
and input into a standard Transformer 
encoder.The advantage of ViT is that it 
constructs a global information interaction 
mechanism, which helps to esta- blish more 
adequate feature representation. The best 
results are achieved on large datasets.  
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Therefore, Beal et al. used the ViT [20] model as 
the feature extraction network and propo- sed the 
ViT-FRCNN [51] model for object detection. By 
adding a ViT with a detection task-specific 
header to detect and locate objects in the image, 
it is shown that the ViT can transfer the learned 
classification repre- sentation to the object 
detection task. 
 
In 2021, Ze Liu et al. Proposed Swin Transf- 
ormer [52] model, which is characterized by the 
introduction of hierarchy, locality and translation 
invariance into Transformer network structure 
design. Compared with the previous application 
of transformer in images, Swin transformer has 
more Conv's shadow. The ViT model divides 
images into patches, and the dimensions of 
feature ma- ps in the whole network will not 
change. A key design of the SwinTransformer 
model is to partition continuous self attention 
layers with moving windows. The shifted 
windows connect the windows on the upper layer, 
providing the connection between them and 
effectively enhancing the modeling capability. At 
the same time, the self - attention is calc- ulated 
in local non-overlapping windows; This design 
makes the complexity change from the previous 
square relationship with image size to a linear 
relationship, and mak- es it possible to design a 
hierarchical overall structure and introduce local 
priori; Because non overlapping windows are 
used, different queries will share the same key 
set during self attention computing, which is 
more hardware friendly and practical. 
 

4.3 FPT 
 
In 2020, Dong Zhang et al. proposed a Feat- ure 
Pyramid Transformer [53] (FPT) model for 
intensive prediction tasks, and applied 
Transformer to feature fusion, drawing on the 
idea of FPN [32] and combining non-local 
features and multi-scale features. Three 
Transformer modes are designed, ST (Self 
Transformer): feature enhancement for the 
current layer is the same as non local opera- tion; 
GT (Grounding Transformer): This is a non local 
operation in the form of top-down. High level 
features (small size) are used to enhance low 
level features respectively; RT (Rendering 
Transformer): This is a non local operation in the 
form of bottom up, which uses low level features 
(large size) to enhan- ce high level features. With 
top-down and bottom-up interaction, any feature 
pyramid can be transformed into another feature 
pyramid with the same size and richer sem- antic 
information.On the MS-COCO test-dev dataset, 
the percentage gain for object boxes detection is 
8.5%, and the mask AP value gain for mask 
instances is 6.0%. 
 
Table 1 shows the detection results for different 
transformer-based object detectors mentioned 
earlier on COCO 2017 val set. Compared with 
the feature extraction network based on CNN, 
Transformer can be applied to the object 
detection model as a new feature extraction 
network to achieve betterobject detection    
results.

 
 

Fig. 8. Architecture of ViT 
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Table 1. Comparison of different transformer-based object detectors on COCO 2017 val set 
 

Method Epochs AP AP50 AP75 APS APM APL 

DETR-R50 500 42.0 62.4 44.2 20.5 45.8 61.1 

Deformable DETR 50 43.8 62.6 47.7 26.4 47.1 58.0 

ACT-MTKD(L=32) - 43.1 - - 22.2 47.1 61.4 

UP-DETR 300 42.8 63.0 45.3 20.8 47.1 61.7 

Efficient DETR 36 45.1 63.1 49.1 28.3 48.4 59.0 

ViT-B/16-FRCNN 21 36.6 56.3 39.3 17.4 40.0 55.5 

Swin-T+RetinaNet 12 41.5 62.1 44.2 25.1 44.9 55.5 

Swin-T+ATSS 36 47.2 66.5 51.3 - - - 

FPT+BFP - 42.6 62.4 46.9 24.9 43.0 54.5 
 

5. CONCLUSION 
  
As an important research task in the field of 
computer vision, object detection has a wide 
range of application scenarios. This paper lists 
the classical vehicle detection algorith- ms, and 
expounds their advantages and problems. As an 
emerging architecture, visio- n Transformer has 
its unique advantages compared with CNN, but it 
still has many limitations, such as large number 
of model parameters, high computational 
complexity, high hardware requirements during 
training, and long training time, so it has a huge 
improvement space and development potential. 

 
Under the support of deep learning, vehicle 
detection has made great progress, but the 
current detector performance has not reached 
the ideal state, how to strike a better balance 
between detection accuracy and speed, etc., is 
the future research direction of detection 
technology. 
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