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Abstract

Calibration approach adjusts the original design weights by incorporating an auxiliary variable into it, to
make the estimator be in the form of a regression estimator. This method was employed to propose
calibration product type estimators using three distance measures namely; chi-square distance measure, the
minimum entropy distance measure and the modified chi-square distance measure using double constraints.
The estimators of variances of the proposed estimators were also obtained. An empirical study to ascertain
the performance of these estimators using a secondary data set and simulated data under underlying
distributional assumptions of Gamma, Normal and Exponential distributions with varying sample sizes of
10%, 15%, 20% and 25% were carried out. The result with the real life data showed that the calibration
product type estimator y,.,, from chi-square distance measure estimated the population mean with

minimum bias than ¥,.s and y,.¢ obtained from the other distance measures. The result from real life data

*Corresponding author: E-mail: dorisojua@gmail.com;
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also revealed that the estimator ¥,.,, obtained from chi-square distance measure under two constraints was
more efficient than the other three estimators. The result from simulation studies showed that the proposed
calibration product type estimators outperform the conventional product type estimator in term of efficiency,
consistency and reliability under the Gamma and Exponential distributions with the exponential distribution
taking the lead. The conventional product type estimator however was found to be better under normal
distribution. It was also observed that as sample size increases there was no significant change in the
performance of these proposed estimators which justifies the preference with small sample size.

Keywords: Finite population; auxiliary variable; stratified sampling; calibration estimators; population mean.
1 Introduction

The regression estimator is an unbiased estimator of the population parameter which uses information on the
auxiliary variable x which is correlated with the study variable y. The ratio estimator is used when the variables
X is positively correlated with y, while the product type estimator is preferred when the variate x is negatively
correlated with y. Robson [1], Murthy [2] and Perri [3] had established that both the ratio and product type
estimator are good estimators of the population parameters if the regression line is a straight line and passes
through the origin. However in many practical situations the regression line does not pass through the origin and
in such situations the ratio and product estimators do not perform as well as the regression estimator [4].

Calibration approach adjusts the original design weight by incorporating an auxiliary variable into it, and makes
the estimator to be in the form of a regression estimator. This method has been used by several authors such as
Deville and Sarndal [5], Tracy, Singh and Arnab [6], Clement and Enang [7], Koyuncu and Kadilar [8], Singh
and Arnab [9] amongst others to propose some estimators which have a form of the regression estimator. But so
far in sampling literature, the product type estimator has not yet been written in form of a regression estimator.
This work seeks to use the calibration approach to rewrite the conventional product type estimator in form of a
regression estimator.

1.1 Definition of terms

X, is the population mean of the auxiliary variable

Xy, is the sample mean of the auxiliary variable

Yy, is the population mean of the variable of interest

¥y, is the sample mean of the variable of interest

S,fy is the population variance of the variable of interest

Sy s the sample variance of the variable of interest

SZ, is the population variance of the auxiliary variable

sz, is the sample variance of the auxiliary variable

Snhxy s the covariance between the auxiliary variable and variable of interest
Pxy is the correlation between the variable of interest and the auxiliary variable
N is the population size

n is the sample size

N, is the stratum population size

ny, is the stratum sample size

Qy, is a positive constant

MSE is the mean square error

1.2 Percentage average relative efficiency (%RE)
The relative efficiency of two procedures is given by the ratio of their efficiencies and is often defined using

variance or mean square error. This shall be used to measure the average efficiency of each proposed estimator.
It can be computed as:
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MSE(%,)

220 %100
MSE (Jpcp)

%ﬁ(f’pw) =

Where

H
- 1 -
MSE(J_/pcp) = EZ MSE(ypcp)
h=1

M)

@

It should be noted that a %ﬁ(fxpcp) of value greater than 100 predicts a relative increase in efficiency of the
proposed estimator, while a %ﬁ(ipw) of value less than 100 indicates a loss in efficiency of the proposed

estimator.
1.3 Percentage average absolute relative bias %(ARB)

If f/pcp, then, for each stratum h = 1,2, ..., L, the relative bias is given by:

R
N 1 ypcp
RB(ypcp) = Ez (}7— -1

r=1 p

and the percentage average absolute relative bias %(ARB) is computed as
1 L
%ARB (Fyep) = {Z > arp (im,)} x 100
h=1

where

R A
lz (M - 1)
Rr=1 Y

Where R is the number of runs.

ARB(f’pcp) =

1.4 Average coefficient of variation (CV)

®)

(4)

®)

This measure shall be used to measure the reliability of the proposed estimators compared to the conventional
product type estimator in stratified sampling. The percentage average coefficient of variation of ¥,., is given as:

L
—/a 1 =
%CV (Vpep) = {Z E CV(prp)] X 100
h=1

Where

~ A MSE(JA/PCP)
CV(Fpep) = T

(6)
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The interpretation is that, high values of %W(ﬁpcp) indicate unreliable estimates while low value predicts
reliable estimates.

2 Proposed Estimators

Theorem 2.1: Given the product type estimator
Vs = Zh=1 Wh En¥n)/ (Xp)
a calibration product type estimator 3, for population mean ¥ given as

3_1 pcp4

=Y W/
+ <(Z;1Whohfﬁyh/¥h) (Zzzlwhoh) - (Z;Whohmh/ih) (Z:zlwhohfh) / (zzzlwhoh) (Z:zlwhohfﬁ)
(Y wa) ) (5= mn)

can be obtained by

., Yha—Wn)*
MinD = Yk_ Tha"Thl
Zh_l WhQn

s.t.

Z%z:l Yha = Z%z:l W

Z%z:l Ynain = X
Where the constraints states that the sum of the design weight is equal to the sum of the calibrated weight and
the sum of the calibrated weight multiplied by the strata mean of the auxiliary variable equals the population

mean of the auxiliary variable.

Proof: Given the product type estimator, an estimator as defined as

I XnYn (7)
ypcp4- - Yha X
h=1 h

where the weight y,, are chosen such that the distance measure

ZL (Yha — Wh)z
=1  WyQn

Is minimized subject to the constraint

Yhe1Vha = Xhe1 Wi (8)
and
L o 9)
Z YhaXp = X
h=1
Combining the distance measure, (8) and (9) gives the optimization function
—wWp)? _ -
®(Vha Aar, Aaz) = Zﬁ:l% — 2241 (k=1 Yha — Th=1 Wh) — 2242 (Xfi=1 YnaXn — X) (10)
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Differentiating equation (10) partially with respect to y,4, A41and A,, and equating to zero gives

Yna = Will + 241Qp + A4,Qn %] (11)

—(Zhe1 WhQnZn) (X—Xk=1 WnZn) (12)
(Zh=1Wnon)(Zhey Whonti)—(Zhe 1Wthxh)

2'4-1
and

(k=1 Wn@n)(X-Ef—1 Wn¥n) (13)
(St WhQn)(Zhor WhOn ) ~(Shey WhOnTR)”

/142

substituting (12) and (13) into (11) gives

WhQnZR) (Tk oy WhQp)-WrQp) (B s WhQRER) (X Zh W) (14)

Yhae = Wh
* (Zh_y Whon) (ks WhQnEE)~(Shoy WhQRTr)”

substituting equation (14) into equation (7) we obtain

WhQRERY WhQnZnY _ 15
T (zﬁﬂ%)(zﬁ:lwhoh)—(zﬁﬂ%"h”)(zﬁ:lthhxh) (15)
Vpepa = lin=1"% + N — 2 -
bep Xn Bk whoR)(Tho Whont2)—(Zk_, WhQnth)

Zh:l thh)

Which is the proposed calibration product type estimator for population mean ¥ in stratified random sampling.
The proposed estimator is in form of a regression equation with Yk_ 1% as the intercept and

WhQ w
(Zh 1M)(Zh 1Wth) ( L M)(Zh 1Wthxh)

as the slop.
(Shiey WhQR) (Shey WhQntR)~(Shey WhOnn)”
Substituting @, = land Q;, = xi in (15) gives
h
— ZL WhXp¥Vn <2L th}lyh)(zh IWh) ( L th}lyh)(zh 1thh) _ ZL WeE ) (16)
Y = Lh= = -k 7
pcp4l h=1 Xn (Zn=1Wh)(Zh:1thh)—(2h=1thh) h=1YYh'*h
and
_ L WhEndn (Zh 1th;zyh)(zh—1wh ) (Zh 1W—hyh>(2h 1 h)(_ SEWE) (17)
Y = Lh= = X
pcp42 h=1 xn (Zh Wh )(Zh Wnn)- (Zh 1Wh) h=1Whin

Where equation (16) and (17) are called the regression and ratio type calibration product type estimator for
population mean for stratified sampling respectively.

Theorem 2.2: Given the product type estimator, a calibration product type estimator y,,,,s for population mean
Y given as

— ZL WhXnYn
chps het )?h

can be obtained by
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MinD = Zﬁ=1Ql_h{Vhs log (ZVLE) ~Vhs ~ Wh}
s.t.

Z%l=1 Yhs = Z%l:l Wi,

L —
Z YhsXp = X
h=1

Proof: Given the product type estimator, an estimator as defined as

Ypeps = ZL )’hs%h—j
h=1 Xn

where the weights y;,5 are chosen such that the distance measure
Zﬁﬂqih{)/hs log (};V—h:) ~Vhs — Wh}

is minimized subject to constraints
Yho1Vns = Zhe1 Wh

and

Yhe1Vnsin = X

By combining the distance measures and the constraints gives the optimization function

1
©(Yns» A51,A57) = Zﬁﬂa{yhslo‘g (yw_}i) — V¥ns — Wh} — 2251 (k=1 Vhs — Zhe1 Wh) —

2M55(Zh=1VnsXn — X)

Differentiating equation (19) partially with respect to y,5 A5, and As,, and equating to zero gives

Yns = Whexp[ds1Qp + As5,Qn%s]
and taking 15, = 1 arbitrarily gives

L
— Zih=1 Qh
Asy =

lf1:1 thh
substituting A5, and s, into (20) gives

(thh) Z%l=1 Qh

Yns = Wyexp [Q - -
" " " ;L1=1 Qnxn

substituting equation (21) into equation (18), we obtain

— ZL WhXnYn
chps het )?h

(18)

(19)

(20)

(21)

(22)

In this case, we observed that when A5, is taken to be one arbitrarily and appropriate substitution done in the
calibration equation, the calibration equation reduces to the conventional product estimator in stratified
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sampling. Hence the proposed calibration product type estimator is equal to the conventional product type
estimator.

Theorem 2.3: Calibration product type estimator ¥,,., for population mean ¥ can be obtained from the product
type estimator by

_ 2
MinD = ZiLz:1 (Yhe=Whr)

YheQhn
s.t.
_ vl
ZIL1=1 Yhe = Xh=1 Wh
L -_—
Z YheXn = X
h=1
given as

Voong = Nk_ Wk () (Zfi=1 @n)(Efi=1 Wi @nn)=(Ziz Qnn) (Bhies WEQR) _ 572
pepe T Sh=L gy, X2[(Zhiz1 W7 Qn)(Zh=1 @) ~(Zh=1 Qn)(Zh=1 Wi Q)]

_1/2
Zhe Wi
Proof: Given the product type estimator, a calibration estimator defined as

_ L Xn¥n (23)
Ypepe = Yhe X_
h=1 h

where the weights y;, are chosen such that the distance measure

YL Yhe=Wn)?
h=1 YheQhn

is minimized subject to constraints
Yh=1Yne = Zh=1 Wh

and

L —
Z YreXn = X
h=1

Then, by combining the distance measure and the constraints gives the optimization function

(Yhe—Wn)* = 24
©(Yne A61, A62) = Ziﬁﬂ% - 2161(2%1:1 Yhe — ZiL1=1 Wp) — 226 (Zﬁ=1 YheXn — (24)
X)

Differentiating equation (24) partially with respect to y,4 A¢1 and A4, and equating to zero gives

Yn (25)

Yhe = I
[1-2261Qn—2462Qn%p]2

1. = = (Zhe1 Wi Qnn) (X2-Xh_q WE%7) (26)
617 252 [(Zhz1 Wi Qn)(Zhe1 Qnn) =~ (Shoy Q1) (Zhoy Wi Qntn)]
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and

— (Zﬁ=1 WIth)(XZ_Zﬁﬂ Wf%)?le
2X2((Sh 21 Wi Qn)(Zh=1 Qn%n)~(Zfi=1 Qn)(Efi=1 Wi Qnin)]

2'62

Substituting (26) and (27) into (25) gives

1

(Qn) (Th=1 W Qn%n)—(@nin) (Sh1 WEQn) 72 L 22 ]_E
=W, [1 + — X —D)r_W¢x
Vre h 2X2[(3hoy WEQn) (Bh—1 @n%h)—(Bh=1 Qn)(Zfi—1 WEQRTR)] ( L W)

substituting equation (28) into equation (23) gives

Foong = Nk_ Wk ( (Zfi=1 @n)(Efi=1 Wi @nn)=(Ziz Qn#n) (Bhies WEQR) _ 572
pepe T Sh=1 gy, X2[(S=1 WE @n)(Zh=1 @n¥n)~(Sf=1 @n)(Ef=1 Wi Qntn)]

_1/2
zzzlwm)

@7)

(28)

(29)

Which is the proposed calibration product type estimator for population mean ¥ in stratified random sampling,

as required to prove.

Substituting Q,, = land Q, = i in (29) gives

_1/2
= _ VL WhTnin L(Zhoi Wixn)-(Sher ) Chaa W) 52 WL 222
Yreper T &=, (L+XZ[(zﬁ=1wf)(zz=1xh>—L(zz=1w,th)] (X7 = Ziea Wi )

and

-1,
1 1
L WeEngn [ (Zﬁ=1ﬁ)(§3ﬁ=1 W}f)-L(ZiLml erﬁ)

= — v2 _ gL 252
Ypepoz = Zn=1""5 )?Z[L(ZﬁzlWﬁ%)—(Zﬁzlﬁ)(ZﬁzlW}f)] (X% = Xkt Wi

(30)

(1)

Equation (30) and (31) is the regression and ratio calibration product type estimator for population mean for

stratified sampling respectively.
3 Variance Estimators of the Proposed Estimators

Theorem 3.1: Given the product type variance estimator, its weight can be adjusted by

L (@h-Dn)’
MinD = YkE_ ke ho
Zh_l DpQn

s.t.

Yhe1 Whs = Xhe1 Dn
L
2 —_
Zh wfm Shx = V(xst)
=1

to obtain the calibration product type variance estimator ?(ypcm) for population mean ¥ given as
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2 2 2 2
L DnQnYhaSpSh L L DnrQnYhaSpSh L 2
<Zh=174 2 )(Zhe1 PnQR)—| Shar—— a2 (k=1 DnQnShy)

R 2 2 w2
V(v zsz Dth4S + Wh h V(f ) _
Gpepa) = Zies wi P (Zk=1 PhOR)(Ehey DRORSE)~(Zhey PRORSF)” (VG
ﬁ(fst))
Proof: Given the product type variance estimator, a calibration variance estimator given as
- L RV (32)
V(Fpcpa) = Z W2 P
h=1 h
where the weights wy,, are chosen such that the distance measure
st (@hs-Dn)
h=1"bnon
is minimized subject to the constraint
Yh=1Whs = Xi=1 Dp (33)
and
L _ (34)
Z Why Si%x =V (xs)
h=1
Combining the distance measure and equation (27) and (28), it gives the optimization function
o —pp)° (35)
@ (Why) Aa11,Aaz2) = Zi=1% - 21411(2%1:1 Wha — Zﬁ=1 Dy) -
21422(2%1:1 Wha Shy — V(fst))
Differentiating equation (35) partially with respect to wj,, 1411 and 1,5, and equating to zero gives
Wha = Dp[1+ A411Qp + A422QnSis ] (36)
Aayy = ~(Zk . DRORSE)(V(Es)—D(%sp)) _ (37)
(Zk=1DnQn) (Zk=1 DnQnShyx) = (Zh=1 DhQnShy)
and
- (Zh=1 Dr@R)(V (Fs)—P(Fs0)) (38)
22 (S oy DRO) (Shes DROKSE)~(Shes DRORSE)
Substituting (37) and (38) into (36) gives
(D QnSiy) Xhiz1 DpQn) — (DrQn) (Xhizy DrQrSiy) (39)

(V () — 9(%gt))

o —D
e S D0 (Thmy Dn@nSty) — (e DnQnS2)?

Substituting (39) into (32) we obtain

5 (s DnYh 40
V(chpél-) =Z%l=1 ;L;/émsp'i' (40)

2 2 2 2
Dy QpY2,SpS DpQpY2,SpS
L h%hYh4°P>hx L L h¥hYh4°P>hx L 2
(Zh=1 w2 >(Zh=1Dth)—(Zh=1 w2 )(Zh=1 DnQnShyx)

(V(fst) - ﬁ(-fst))

2
(Zk:1 Dth)(thl DthSﬁx)_(Z%i=1 DthSiZLx)
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which is the proposed calibration product type variance estimator for population mean Y in stratified random
sampling as required to prove.

Substituting Q, = land Q,, = % in (40) gives

‘7(J7pcp41) = Zﬁ:1%§ﬂ5p + (41)
(Shor2erheneshie) st py)-(sho 200haehe) st psy
(Shms o) T PaSEa) b P08 (V&) = 0G))
Which is the regression calibration variance estimator for population mean ¥ in stratified random sampling.
and
(42)

Dpy,
V(chp4z) Zh 1 };,}542 Sp +

1 2 2
- Dhﬂyhz}zspshx (sk_ pp)-{ sk Dnz,spYha1Shx sk p.Lg?
h=1 2 h=1"h)~\ Zh=1 2 ( h=1"“h5 " hx)
Wh wi xp

V(%s) — 0(%sc)
(Zh:lDh%)(zﬁzlDh%sﬁx)_(zﬁzll)hisﬁx)z ( xst v xst )

Which is the ratio calibration variance estimator for population mean ¥ in stratified random sampling.

Theorem 3.2: Given the product type variance estimator, its weight can be adjusted by
D
MinD = ¥j_ 135 {whsl"g ( ) Whs — Dh}
s.t.

Yho1Whs = Xh=1 Dy

L
Z B (‘);}15 Si%x =V (xs)

to obtain the calibration product type variance estimator ¥ (¥,,s) for population mean ¥ given as

Dn¥j
V(ypcpS) Zh 1 Wgs Sp

Proof: Rewriting the variance of the product type estimator as

w? y (43)
V(ypcps) Z - hsVhs

Where the weights wj, are chosen such that the distance measure

0
Py 1y {whsl‘)g ( ) Whs = Dh}
is minimized subject to the constraints

L — \'L
Zh:1 (Dgs = Zh:1 Dy,

and

10
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2%1:1 wZS Si%x = V(fst)
Then by combining the distance measure and the constraints gives the optimization function
h 44
@(0fs, As11,A522) = L= 1, {whsl(’g ( ) Whs — Dh} — 511 (Xh=y whs — (44)
Yh=1Dn) — ASZZ(Zh:l Wp th V(xst))

Differentiating equation (44) partially with respect to wjs, 15,11 and As,, and equating to zero gives

whs = Dpexp[1 + As1; Qn + Asz2 QS (45)

As11 =1

and

Sk QW)

A === 7
22 (Thot QnSE)
Substituting for A5,, and As,, in (45) gives

(Eh=1Qn) (46)

wl: =D exp[1+Q — (0,5
h5 h h (Zz=1thﬁx) hYhx

Substituting (46) into (43) we obtain

Dyyis (47)
V(prPS) Z net W2 Sp

Which is the proposed calibration product type variance estimator for population mean ¥ in stratified random
sampling as required to prove.

Theorem 3.3: Given the product type variance estimator, a calibration product type variance estimator
V(¥pepe) for population mean ¥ given as

~ 2 L L p2p, ¢2 \_(vL 2 2
(v _yL Dt (4 (Zh=19n) (Zh=1 Ph@nShsx) = (Zh=1(nSix)) V(% _
Orene) = Zhes % (vozsa)z[(zh:lDion)(zﬁ=1thﬁx)—(zﬁ=1Qh)(2h=1nﬁohs%x)](( (%))

_1/2
zz=1(ohsﬁx>2)>
can be obtained by

MinD = ¥j_ 15 {‘%5109( 1) Whs _Dh}
s.t.

Zh 1 Whe = Zh 1Dn
Z%l=1 w;)w Sﬁx = V(fst)-

Proof: Given the product type variance estimator, a calibration estimator defined as

11
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5 L wheVie
V(yzwzw)zzh_l W2 Sp

Where the weights wy, are chosen such that the distance measure

2
ZL (whe=Dh)
h=1 (uﬁth

is minimized subject to the calibration equation
2%1=1 wge = Zﬁ=1 Dy,
and

Z%z:l w;)lﬁ Si%x = V(fst)

By combining the distance measure and the constraints gives the optimization function.

o _p 2
@(whes A611,A622) = Zi=1w - 21611(2’&:1 Whe — Zlfl=1 Dp) —

‘”Zth
21622(2%:1 Whe Si%x - V(fst))

(48)

(49)

Differentiating equation (44) partially with respect to wpg, 1611 and A, and equating to zero gives

0 Dy,

Whe = S L
[1 - 2/1511 Qn — 2/1622 Qhth]Z

I ~(Sher DRnSE)((V(Es0) -2k 1(DRSE))

O T (v (6)) [(Thos DRQR) (Shios QnSF)~(Shimy Qn) (Shimy DFCRSE)]

and
(Zhoy DZ0)((V(Ese)* Sy (DrsEy))

/1622 =

Substituting (51) and (52) into (50) gives

Z(V(fst))z[(zlﬁn D}Qn)(Zh=1 @nShx)~(Zh=1 Qn)(Zh=1 D} QnShy)]

o _ (@n)(Zfi=1 D7 QnSix)~(QnSix) (Zh=1 DACA)
Wpe = Dy

(V(Ese)) [(Sho1 DFQR)(Thor QnSE)—(Shy On)(Shes DEORSE,)]

_1/2
zz=1(ohsﬁx>2)>

Substituting (53) into (48) gives

~ 7 _ D yz
V(chp6) = Z%z:l ;/ém Sp <L +

((vE) -

(50)

(51)

(52)

(53)

(54)

_1/
(Zh=1 Qn) (ks PEQRSE) - (Bh1(QnSEy) ((V(fst))z _ lfz:l(DhSI% )2)) ’

(V(Es0) (=1 DEQR) (B QnSEy)~(Shey 0n)(Shoy DEQRSE)]

12
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Which is the proposed calibration product type variance estimator for population mean Y in stratified random
sampling as required to prove.

Substituting Q, = land Q,, = % in (49) gives

e N o Dwie LTk, DEsE)-(Shoy(52,) e (55)
P Gpeper) = Zies wi P (L+(V(fsa)z[(zﬁ:wﬁ)(zh:lSﬁx)—L(zkzlviS;%x)] ((V(x“))
_1/2
zzzl(ohsﬁx)2)>
and
(56)

~7 D yz
V(chpsz) = Zi:l%sp L+

_1/2

)] ((V(fst))z - ﬁ:l(DhSix)Z)

(Zﬁ=1$>(zﬁ=l Dﬁﬁsﬁx)_(zﬁn(%sizm))

(v Gest))*| (Shos DB )(Shosz )~ (Shos ) (Shos DR

4 Numerical Hlustration

In this section empirical evaluation of the proposed calibration estimators is done using stimulated data set with
underlying distributional assumption of Normal, Gamma and Exponential and real — life data set from a
secondary source to authenticate the result of our study.

4.1 Empirical evaluation of estimators using real-life data

In this section estimate of the mean fat content in some Nigeria pepper is obtained using the proposed
calibration product type estimator and the conventional product type estimator. This will help to compare the
precision of the proposed estimators. The data set used is from Ojua et al. [10] for sensitivity of some
micronutrient composition in two Nigerian peppers to treatment with different mutagens with two variables:
Ash and Fat. Supposed an estimate of the mean fat content ¥ in the pepper is of interest using ash as auxiliary
variable and X is assumed to be known. The data summary is presented:

N =84,n=43,X =5.002,Y = 1.8042,L =2 p = —0.892 R = 0.3607 sZ = 15.1722,
Y =1.8042.

The results of the analysis using excel work sheet is presented in Tables.

Table 1 below shows the estimate for the mean fat in pepper, of the proposed calibration product type estimators
with real-life data, under two constraints and the estimate for the conventional product type estimator. It was
observed that the ratio type calibration estimator y,,.,, obtained from the chi-square distance measure under
two constraints gave a more precised estimate of the population mean than the other estimators. It was also
observed that the estimator y,.,,s gave the same estimate of the population mean as the conventional product
type estimator.

Table 2 shows the variance estimates for the proposed calibration product type estimators and the conventional

product type variance estimator. It was observed that the regression type calibration variance estimator
V(¥pepar ) Obtained from the chi-square distance measure under two constraints gave a minimum variance.
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Table 1. Mean fat estimates for the proposed calibration product type estimators

Estimators Estimates
Vp 1.7271
Vpepar 1.5893
Vpepaz 1.7274
Vpeps 1.7271
Vpepo1 1.3860
Vpepo2 1.4096

Table 2. Estimate of variance estimators for the proposed calibration product type estimator

Variance estimators Estimates
(%) 0.02579
v(ypcptl,l) 0.002538
V(Fpcpaz) 0.002539
V(Fpeps1) 0.02579
I7(}_’1951052) 0.02579
v(ypcpm) 0.03150
v(ypcp&) 0.03680

4.2 Simulation study

To further examine the performance of the proposed calibration product type estimators for population mean, a
simulation study was done for R = 10,000 runs using different sample sizes using R software with seed of
(1113329), under Normal distribution, Gamma distribution and Exponential distribution.

Table 3, 4 and 5 show the percent average relative efficiency(%RE), percent average absolute bias (%ARB),
and average coefficient of variation (CV) under two constraints for Normal distribution, Gamma distribution
and Exponential distribution respectively using different sample sizes of 10%, 15%, 20% and 25%. It was
observed from Table 3 that the proposed calibration product type estimators were more efficient compared to
the conventional product time estimator. Also, under the distributional assumption of exponential distribution,
the proposed estimators where most efficient as compared to when the distributional assumption is gamma and
normal in nature. The highest efficiency was observed when the sample size was assumed to be 15%, however,
the efficiency was not sample size dependent because, when the sample size was increased to 20% the
efficiency dropped and still increased at 25%. Never the less, under exponential distribution relative efficiency
was higher across sample sizes than gamma and normal distribution (Table 3).

From Table 4 the proposed estimators were shown to be more consistent as compared to the conventional
product type estimator and also, when the distributional postulation was exponential in character the proposed
estimators were seen to be more consistent, than when the distributional assumption is gamma and normal in
character. Similarly, the increase in sample sizes did not make much of a difference in the consistency of the
proposed calibration product type estimators. It was also observed that the proposed estimators are more
reliable, under the gamma and exponential distribution, with exponential distribution taking the lead. Also under
the normal distribution the conventional product type estimator and the proposed calibration product type
estimators were not reliable. Also it was observed that as the sample size increases there was no significant
increase in the reliability of the estimators (Table 5).

The above observations are all pointers to the fact that the proposed calibration product type estimators in this

present study are more efficient, consistent and reliable estimators as compared to the conventional product type
estimator.
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Table 3. Percent average relative efficiency for gamma, normal and exponential distribution

Sample size Distributions }?ﬁ Vpepa1 Vopepaz Voepe1 Vpepaz
10% GAMMA 100 400.45 726.13 1319.35 1319.35
NORMAL 100 55.00 63.88 70.14 70.14
EXPONENTIAL 100 70488.01 1103.17 723.17 723.17
15% GAMMA 100 400.75 730.53 1331.05 1331.05
NORMAL 100 54.91 63.82 70.06 70.06
EXPONENTIAL 100 208068.87 1094.49 716.08 716.08
20% GAMMA 100 401.28 734.28 1342.87 1342.87
NORMAL 100 55.10 64.09 70.35 70.35
EXPONENTIAL 100 65990.84 1090.96 716.47 716.47
25% GAMMA 100 401.77 735.97 1349.51 1349.51
NORMAL 100 55.01 63.99 70.26 70.26
EXPONENTIAL 100 73407.10 1090.43 717.10 717.10

Table 4. Percentage average absolute relative bias for gamma, normal and exponential distribution

Distributions ¥, v v v v

P Yoopsl Ypopa? Fpopsl S pepél
10% GAMMA 266.893 66.6 36.7 20.2 20.2
NORMAL 47.623 86.6 74.5 67.8 67.8
EXPONENTIAL 1018.364 1.4 92.3 140.8 140.8
15% GAMMA 267.119 66.6 36.6 20.1 20.1
NORMAL 47.538 86.6 74.5 67.8 67.8
EXPONENTIAL 1018.813 1.5 93.1 141.7 141.7
20% GAMMA 267.400 66.6 36.3 19.9 19.9
NORMAL 47.709 86.6 74.4 67.8 67.8
EXPONENTIAL 1016.788 1.5 93.2 141.9 141.9
25% GAMMA 269.618 66.6 36.4 19.8 19.8
NORMAL 47.628 86.5 74.4 67.7 67.7
EXPONENTIAL 1016.097 1.4 93.2 141.7 141.7

Table 5.Average coefficient of variation for gamma, normal and exponential distribution

Sample size  Distributions 7

Fp }Tfp cpal }"ﬂ cp4l }T','EJ cpil }T','EJ cpi
10% GAMMA 266.893 66.648 36.756 20.229 20.229
NORMAL 47.623 86.582 74.547 67.899 67.889
EXPONENTIAL 1018.364 1.445 92.312 140.819 140.819
15% GAMMA 267.119 66.656 36.565 20.068 20.068
NORMAL 47.538 86.581 54.493 67.855 67.855
EXPONENTIAL 1018.813 1.548 93.086 141.683 141.683
20% GAMMA 267.400 66.636 36.654 19.913 19.913
NORMAL 47.709 86.580 74.445 67.820 67.820
EXPONENTIAL 1016.788 1.541 93.201 141.917 141.917
25% GAMMA 269.618 66.609 36.363 19.831 19.831
NORMAL 47.628 86.575 74.428 67.783 67.783
EXPONENTIAL 1016.097 1.384 93.183 141.694 141.694

5 Conclusion

In this paper, we proposed calibration product type estimators of population mean in stratified sampling to be
used in survey when the variate are negatively correlated. The performance of the proposed estimators was
compared using real — life and simulated data set. It was shown that the calibration product type estimators
obtained by minimizing the chi-square distance measure gave a better estimator with minimum variance than the
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other estimators obtained from the minimum entropy and modified chi-square distance measures. Also when the
underlying distribution is exponential in nature, the proposed estimators outperform the conventional product
type estimator.
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