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Abstract: Individuals change who they are in response to their social environment. In other words, one’s
identity is dynamic, varying according to context (e.g., individuals present, place, task). Identity has a significant
impact on an individual’s behaviour. Researchers have been interested in understanding how contextual
aspects shape identity and, in turn, how identity influences behaviour. Agent-based simulation models are
great tools to identify and predict behaviour associated with these identity processes. In addition, agents can
employ identity-related mechanisms based on social theories to become more socially believable and similar
to humans. The Social Identity Approach (SIA) is one of the most influential theories covering social aspects of
one’s identity, with many of its concepts being applied in social simulation research. This paper formalizes the
Dynamic Identity Model for Agents (DIMA), an existing agent-based model based on SIA, providing a detailed
theoretical foundation of the model, as well as an overview of its integration as a component into a social
agent architecture. In DIMA, agents perceive themselves either as distinct individuals (personal identity) or
as members of a social group (social identity), acting according to their context-dependent active identity. Two
simulation scenarios are presented here to illustrate the use of this model, one based on the Dictator Game
and the other on a trash collection task. This work aims to guide other researchers who want to enhance their
agents with the DIMA’s identity salience mechanism. As a result, they would not only be able to assess how this
mechanism influences behaviour based on the context, but they would also be able to explore the dynamics
between personal and social identities.

Keywords: Social Identity Approach, Social Context, Dynamic Identity, Agent-Based Model, Social Bias

This article is part of a special section on “Social Identity Modelling”, guest-editors: Nanda Wijermans,
Geeske Scholz, Martin Neumann, Rocco Paolillo, and Anne Templeton

Introduction

1.1 People adjust who they perceive themselves to be in response to the social environment they find themselves
in, using their identity to regulate their thoughts, feelings, and behaviours (Markus & Kunda 1986; Smith &
Mackie 2000). However, identity is a complex concept that has taken on many different meanings over the last
century. While some define it as the personal characteristics and attributes that distinguish a person from their
peers (e.g., being creative or honest), others see it as similarities shared by a group (e.g., nationality or gender).
Moreover, others see identity as a combination of these two perspectives, causing one to be both different and
similar to others. Nevertheless, there is a consensus that identity is primarily a social concept (Fearon 1999;
Packer & Van Bavel 2014), and therefore how we define ourselves will always be related to others, as well as
additional components of the social environment (e.g., place, task).
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1.2 In this manner, social behaviour corresponds to responses of one’s identity to their social environment (Smith &
Mackie 2000; Swann & Bosson 2010). Identity-related phenomena, such as identity shifts and group formation,
have interested researchers, who want to understand their causes and impact on behaviour, being agent-
based simulation models appropriate for studying these processes. As such, realistic agent behaviour can
be modelled using identity-related concepts based on social theories. The Social Identity Approach (SIA) is
one of the most influential theories addressing the social aspects of one’s identity, with many of its concepts
being used in social simulation research. It corresponds to a collection of theories, the Social Identity and
Self-Categorization theories, proposed by Tajfel and Turner (Tajfel et al. 1971, 1979; Turner et al. 1987, 1994).
According to these theories, a person’s identity is neither static nor free of influences (Turner et al. 1994).
However, several social contextual factors can influence an individual’s identity and behaviour (Mackie & Smith
1998).

1.3 SIA postulates that one’s identity can be both personal and social (Turner et al. 1987, 1994). Personal identity
refers to the features that differentiate an individual from their peers. In turn, social identity reflects shared
characteristics between the members of a group against other relevant groups. Personal identity usually
becomes salient in settings with only in-group members (the social group of people to which a person feels
connected and shares similar characteristics), whereas social identity may become salient when one is in
the presence of members of an out-group (the group of people that are external to the in-group) (Turner
et al. 1994). For the latter, the perception of the self as a member of a group strengthens, as one tends to
focus their perception on the shared features with other in-group members and starts “seeing the other as
an embodiment of the out-group prototype” (Stets & Burke 2000, p.231) as well. Salience is defined by how
accessible a particular social identity is and how well it fits the current social context (Bruner 1957; Oakes 1987;
Turner et al. 1994). Upon perceiving themselves and others as members of a social group, one may adopt the
prototypical behaviour of their in-group (Trepte & Loy 2017), if the associated social identity is active and highly
salient. This behaviour may be more or less prototypical depending on the salience value of the social identity.
Group behaviours could manifest, for example, as social bias (Tajfel 1970; Tajfel et al. 1971; Hennessy & West
1999; Otten & Moskowitz 2000), reflecting in-group vs out-group behaviours (e.g., cooperation within in-group
members vs discrimination towards out-group ones).

1.4 As previously stated, identity should play a role in the development of believable autonomous agents,
particularly in the fields of agent-based social simulation and human-agent interaction. In reality, there are
multiple examples of agent-based models using SIA (or related) concepts. Personal and social identities have
been studied independently in previous research on autonomous agents, with personality models being used
for the former (Prada et al. 2010; Doce et al. 2010) and shared cultural features being used for the latter (Rehm
et al. 2008; Mascarenhas et al. 2013). Other researchers have also explored the dynamics of two or more social
identities and how they influence one another, for example, to better understand group formation (Smaldino
et al. 2012) and opinion dynamics (Grier et al. 2008). Nonetheless, these approaches fail to address the
dynamics between personal and social identities, which should adjust to context changes in socially dynamic
environments.

1.5 The main focus of this paper is the formalization and demonstration of the Dynamic Identity Model for Agents
(DIMA) (Dimas & Prada 2013; Dimas et al. 2013), an existing agent-based model based on SIA, where agents
perceive themselves either as members of a social group - social identity - or as unique individuals - personal
identity - depending on the social context. Previous DIMA papers provided a broad overview of the social
theory underlying it; however, a formal description of the model, how to incorporate it on social agents, and a
simulation scenario exploring identity dynamics and demonstrating the DIMA flow were lacking. Formalization
standardizes the input, output, and main functions of the DIMA model, simplifying its incorporation into
agents by other researchers. As a result, DIMA can be integrated into a social agent architecture as a separate
component that does not interfere with any other modules the agent may have.

1.6 This research delivers four main results: 1) formalization of DIMA with a clear link between SIA literature and the
model, 2) integration of DIMA with perception and decision-making modules in a social agent architecture, 3)
two social simulation scenarios, one based on the Dictator Game (Kahneman et al. 1986) and the other on a trash
collection scenario, as examples of the model configuration, and 4) an open access implementation of the DIMA
model with a step-by-step tutorial outlining its flow. With this said, the intention of this work is to be a guide
for researchers who want to include DIMA’s identity salience mechanism in their agents and, consequently,
enhance their realism. As such, they would be able to assess the impact of this mechanism on agents’ identity
and behaviour under various contextual conditions.
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Related Work

2.1 A person’s expressed identity can be established by either their distinct characteristics or those shared with
other members of a social category they perceive themselves to belong to. Considering this, researchers
have focused not only on identity models based on personality theories (Carbonell 1980; Rizzo et al. 1997;
Magalie Ochs 2009; Prada et al. 2010; Doce et al. 2010), but also on creating agents whose identities are based
on shared cultural features (De Rosis et al. 2004; Rehm et al. 2007, 2008; Mascarenhas et al. 2009, 2013). Thus,
these two components of identity - personal and social - have been explored alongside to create realistic
agent-agent and user-agent interactions. However, studying them independently is not enough in itself; one
should also contemplate group behaviour and inter-group relations, rather than just roles and how they are
performed within a group, as in identity theory (Stets & Burke 2000). The interplay between personal and social
identities, as well as between social identities and other social identities, their salience and how it can vary
given contextual influences, should be considered. This is where social identity theories come into play: a third
group of researchers has focused on models applying a few concepts of these theories (Salzarulo 2006; Grier
et al. 2008; Fridman & Kaminka 2009; Kopecky et al. 2010; Smaldino et al. 2012), creating agents whose social
identities shift dynamically, which is highly relevant to this work. In particular, the social identity concept has
been modelled in the context of social simulation scenarios to investigate, among other things, the influence of
one’s social identity on others’ active identity and behaviour. The adjustment to the social context and personal
and social identities dynamics were still missing from these models.

2.2 Aiming to create distinct and unique agents, a few researchers have implemented personality models that
include sets of goals representing different personality types. These could be linked to specific actions
(Carbonell 1980) or preferences on plans to achieve them (Rizzo et al. 1997). Computational models of
personality inspired by the well-known Five Factor Model of Personality (Digman 1990) have also been
developed, in particular for agents interacting within small teamwork scenarios (Prada et al. 2010), as well as
for agents displaying different emotions (Doce et al. 2010). Moreover, Magalie Ochs (2009) developed a model
based on personality and social roles, in which personality-related emotions influenced the development of
social relationships of non-player characters in games.

2.3 Regarding the implementation of cultural features, De Rosis et al. (2004) proposed an embodied animated
agent capable of generating culturally appropriate behaviour in a doctor-patient environment. Similarly, Rehm
et al. (2007) and Rehm et al. (2008) built a system based on Hofstede’s five-dimensional model of culture
(Hofstede & Hofstede 2001) for an embodied conversational agent. Additionally, Mascarenhas et al. (2009, 2013)
developed a culturally-adaptable model, enabling agents to express different cultural behaviours through the
use of rituals.

2.4 Concerning the development of dynamic identities, most authors have been modelling a social identity concept
for simulations of crowd behaviour (Fridman & Kaminka 2009). Others have been using it to understand group
formation dynamics (Smaldino et al. 2012), as well as opinion dynamics, particularly in the political field, such
as opinion influence (Grier et al. 2008), multiple affiliation conflicts (Kopecky et al. 2010) or pressure toward
conformity (Salzarulo 2006).

2.5 Salzarulo (2006) developed and proposed a continuous opinion dynamics model based on the Meta-Contrast
principle of the Self-Categorization Theory (i.e., maximization of the ratio of perceived intergroup differences
to intragroup differences). In his model, agents’ opinions could be influenced by interactions with other agents
based on their social identities. In particular, agents could gravitate toward identities, and, consequently,
prototypical opinions, with which they identified more strongly (attraction forces) or move away from those
with whom they did not identify (repulsion forces). Thus, this model allows the production of collective
phenomena such as polarization of opinions, consensus and extremism in groups of agents.

2.6 In a similar work, Grier et al. (2008) developed an ABM of political opinion dynamics called Simulation of
Cultural Identities for Prediction of Reactions (SCIPR). In their model, agents changed their opinions based on
demographic similarities, as well as bounded confidence models, which were related to how easily agents could
be influenced by others, in regards to their set of beliefs. The agents’ main goal was to get other agents closer
to their ideals or beliefs, and, consequently, affect their political party identification.

2.7 Fridman & Kaminka (2009)’s model was based on the Social Comparison Theory (Festinger 1954). These authors
presented an ABM able to generate imitation behaviour in loosely-coupled groups, in which agents minimized
the differences between other similar agents by engaging in processes of imitation and contagion.

2.8 Developed by Kopecky et al. (2010), the Social Identity Land Look-Ahead Simulation (SILAS) was a model
centred on conflicts of identities, that could predict how individuals with multiple affiliations acted when more
than one social identity was active.
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2.9 Smaldino et al. (2012) developed an ABM, based on the Optimal Distinctiveness Theory (Brewer 1991), where
agents decided whether to join or leave a given group, according to their neighbours’ social identities, in
the attempt of belonging to an optimally distinct group (i.e., “groups that are both sufficiently inclusive and
sufficiently distinct” Leonardelli et al. (2010, p.67)).

2.10 All of these models did not have at least one of the following elements: contextual influences, personal identity,
and social identity. In personality models, the authors do not consider social influence on an agent’s behaviour,
but in models that included cultural features, researchers took into account the impact of social context.
Nevertheless, both of these approaches lacked all of the dynamics and attributes of one’s identity, such as
the salience. Concerning the approaches inspired by theories of social identity, they mostly focused on the
dynamics between two or more social identities, or the influence of one’s social identity on others, overlooking
the impact of the dynamic between social and personal identities, and failing to address the ability of one’s
identity to adjust to the social context.

Dynamic Identity Model for Agents

3.1 The Dynamic Identity Model for Agents (DIMA) is based on the Social Identity Approach (SIA), aiming to provide
agents with multi-faceted and context-dependent identities. At the core of the model is the identity salience
mechanism, which uses agents’ perceived information regarding their social environment to determine the
salience of social identities. Agents can then perceive themselves as unique individuals (personal identity) or
as members of a social group (social identity). Consequently, each agent’s active identity will regulate their
decisions in any given situation.

3.2 In previous DIMA publications (Dimas & Prada 2013; Dimas et al. 2013), it was unclear how to incorporate the
model into a social agent architecture. Specifics regarding the structure of its input and output were also
missing. Nonetheless, the authors did a good job introducing the main SIA concepts associated with DIMA,
but it was difficult to grasp why and how they chose to model certain aspects of this theory. In particular, they
did not provide a formal description of DIMA. Hence, details concerning the connection between the literature
and the model formalization were lacking. Additionally, the model was never publicly available online for other
modellers and social scientists to apply it to their agents.

3.3 Given these shortcomings, the following subsections describe not only the integration of DIMA into a social
agent architecture but also its formalization. The third subsection, in particular, summarizes the main functions
of a DIMA agent, including their input and output, working as a support for other researchers looking to add
DIMA as an independent component into their own agent-based models and simulations. In this sense, they can
be aware of the type of input this model anticipates and the outcome it will provide. A Python implementation
of the model is available on GitHub 1. This repository also includes a Jupyter Notebook with a step by step
description of the model, adding more details about its formalization and setup.

3.4 Additional details on what has changed in the current work can be provided to readers who are familiar
with earlier DIMA papers. The formulas presented here demonstrate and relate to the SIA literature more
effectively, making the model easier to understand and adapt to a specific scenario. In particular, we removed
the weighting values from the comparative fit function and considered all intra-group differences (not only the
in-group ones but also the out-group). Moreover, in contrast to previous DIMA descriptions, no specific formula
was defined in the social identity’s accessibility update function. As a result, other modellers can now select
the appropriate formula for their scenario, which only needs to be based on the previous accessibility value of
the corresponding social identity, its salience, and an optional value based on the outcome evaluation of the
action performed using this identity. Other DIMA processes (e.g., clustering, normative fit) were also properly
formalized in this paper.

Model integration in social agent architecture

3.5 One can incorporate DIMA as a module in a social agent architecture, as shown in Figure 1, together with
perception and decision-making modules, as well as the agent’s knowledge base. This architecture is depicted
as a cycle, which can be executed by an agent for a specific number of steps during the simulation of a society
of agents. Within the perception module, the agent identifies the social context and the characteristics of the
agents in the environment, which are, in turn, sent as input to the DIMA module. If the perception module is not
implemented, this input can be manually provided to DIMA in a JSON file or generated randomly, depending
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on the agent’s purpose. Given this input, the agent follows the DIMA steps illustrated in Figure 2, which will be
further explained in the following subsection, outputting an active identity and a salience value. By default,
the agent’s personal identity is also returned. The DIMA output is then sent to the decision-making module,
where the agent decides how to act based on the previous parameters, performing a context-aware action in
the environment. Each action has an outcome that the agent can evaluate in the perception module, resulting
in a value given as input to the DIMA module. This value is used to update a specific parameter of the agent’s
active identity - the accessibility, as discussed further.

Figure 1: DIMA module embedded in a social agent architecture. In the perception module, the agent identifies
the context and agents in the environment. This is provided as input to the DIMA module, which returns an
active identity and its salience. In turn, the DIMA output is given to the decision-making module, allowing
the agent to determine the proper action. This action will have an outcome in the environment, which can be
evaluated by the agent in the perception module, resulting in a value used to update parameters of the active
social identity.

Model formalization

3.6 According to Tajfel et al. (1979), “Social categorizations (...) provide a system of orientation for self-reference”
(p.40), allowing individuals to easily understand and process information provided by their surroundings,
categorizing people into different social groups depending on the context, as well as helping in the management
of their social interactions (Trepte 2006; Trepte & Loy 2017). Self-categorization is considered a type of social
categorization (Trepte & Loy 2017), in which the individual also categorizes themselves within a social group.
Self-categorization Theory (Turner et al. 1987, 1994) differentiates between two levels of self-categorization:
personal and social identity. While in some situations, an individual could be portrayed based on their personal
characteristics (personal identity), in others, they could perceive themselves, and the ones in their social
environment, as members of a group rather than unique individuals (social identity). When a person highly
identifies as a member of a group, they use their salient social identity to guide their actions, which corresponds
to the social category that is easier to retrieve from memory and that best matches a given context (Turner et al.
1994).

3.7 Following the SIA literature, in DIMA, an agent’s identity can go from being entirely influenced by their personal
identity, when no social identity is salient, to being fully determined by a social identity if it becomes strongly
salient. As the salience of their social identity increases, individuals tend to define their self-concept in
accordance with the prototypical characteristics of the group they belong to (Turner et al. 1994). This results in
an active identity that works as a frame of reference for the agent’s actions and decisions based on the salience
of their identity Turner et al. (1984). Hence, as the social context varies, so does the active identity, potentially
leading to changes in the agent’s behaviour. To illustrate this, Figure 2 depicts the steps of an agent in the DIMA
module, including its input and output.
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Figure 2: Agent steps in the DIMA module. Following the identification of the social context, (1) the agent
starts by determining which clusters are present in the environment. (2) Then, they compute the salience of
the clusters based on their values of fit and accessibility. (3) During this step, the agent verifies if the identified
clusters are normative social groups (i.e., the social groups known by the agent). If so, their salience is calculated
using the stored information about their corresponding social identity, instead of simply using the available
information of the cluster. At the end of this cycle, the agent must also update their collection of normative
social groups with the unknown clusters. (4) Given the computed salience values, the agent obtains the salient
social identity (i.e., the social identity with the highest salience). (6) Following this, the agent defines their
contextual identity, which includes the active identity, its corresponding salience value, and, by default, the
context-filtered version of the agent’s personal characteristics (i.e., the personal identity). (5) If no social
identity is salient (e.g., only one cluster in the environment), the active identity is defined by the personal
identity. (4) Otherwise, it is defined by the salient social identity. (6) Then, the agent uses their contextual
identity to guide their decision-making processes, acting according to the context. Finally, after the agent’s
action, the accessibility values of their normative groups are updated. (7) The accessibility update of the salient
active identity may depend on the relevance or intensity value associated with the action’s outcome.

3.8 The following sections provide a formal description of the steps and elements of the DIMA module. Initially, a
formalization of the model input (social context and agents) is given. The normative social groups, which belong
to each agent’s knowledge base, are also formalized. These elements are used throughout the identity salience
mechanism, which begins with the clustering phase and ends once the active identity is obtained. Then, a
formalization of the identity salience computation is presented, focusing on the fitness and accessibility values
of the social identity. These sections include a running example that illustrates how to setup the input for the
model and showcases the impact of the DIMA steps on the behaviour of the agents.

Social context

3.9 As stated by Turner et al. (1994), a “perceiver gains identity from being placed in context” (p.458). A variety
of contextual factors can thus influence how strongly an agent identifies with a particular identity and,
consequently, how they behave towards other agents (Mackie & Smith 1998). Therefore, in the model, the
social context Ctx = (A, T ) consists of a finite set of agents A = {a1, ..., an} present in the current social
environment, and the theme T = {(c1, w1), ..., (cn, wn)}, c ∈ C,w ∈ [0, 1],

n∑
i=1

wi = 1, which highlights the

characteristics that are relevant for the current situation. Each characteristic of the theme can be assigned
a weight w, allowing to prioritize some characteristics of the context over others. If these weights are not
specified, they are assumed to be equal for all characteristics.

3.10 C = {c1, ..., cn}, n > 0 corresponds to the set of characteristics that are known to the model. Ideally, this set
should include a sufficient number of characteristics to describe a diverse range of social contexts, having no
predetermined maximum. There should be an overlap between C and T such that all the characteristics in T
are present inC, enabling the agents to identify the clusters in the environment. However, not all characteristics
in C need to be present in T .
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3.11 As previously mentioned, the context can be inferred by the agents if a perception module is implemented.
Otherwise, it can be provided directly as input to the model. In the former case, each agent may be able
to identify other agents virtually present in their space or simply brought into their social context by being
referenced in a conversation. Concerning the theme’s characteristics, they can be identified depending on a
place, a conversation topic, an event or a task. For example, as suggested by Mackie & Smith (1998), if agents
are at work, relevant characteristics could be “efficiency” or “productivity”. Alternatively, if a group participates
in a group activity, such as soccer, the theme might include “speed” and “stamina” instead. Table 1 provides
examples of how to define DIMA’s social context based on different situations. These situations will be used to
illustrate the remaining model components and processes.

Table 1: Definition of the social context for the DIMA model given three distinct situations.
Situation (Sit.) Characteristics Social Context Agents Present Theme

1: Senior cowork-
ers collaborating
at their workplace

C = {productivity,
stamina, speed}

Ctx1 = (A1, T1)
A1 = {aJohn,

aJane}

T1 = {(productivity,
1.0)}

2: Senior cowork-
ers collaborating
with a new junior
coworker at their
workplace

Ctx2 = (A2, T1)
A2 = {aJohn,
aJane, aAlex}

3: Colleagues
playing soccer
after work

Ctx3 = (A2, T2) T2 = {(stamina, 0.5),
(speed, 0.5)}

Agents

3.12 As for the agents, each agent a = (Pa, NSGa), a ∈ A is initialized with a finite set of personal characteristics
Pa, and a collection of known social groups NSGa. Depending on the context’s theme, agents will focus their
perception on the relevant characteristics drawn from the collection of personal characteristics of each agent
present, including their own (i.e., focus on a context-filtered version of A, as formalized in 3.19).

3.13 Personal characteristics Pa = {(c1, v1), ..., (cn, vn)}, c ∈ C, v ∈ [0, 1] correspond to a finite collection of traits
and psychological processes that define the agents. According to the Self-Categorization Theory, this set “refers
to self-descriptions regarding personal attributes” (Trepte & Loy 2017, p.6). These characteristics are associated
with numerical values to simplify model computations, influencing the agents’ decision-making and behaviour
generation processes.

3.14 These values often differ from agent to agent, resulting in a heterogeneous population. For example, an
extroverted agent would present high values for a set of personal characteristics such as “assertiveness”
and “sociability”, whereas the values of the same characteristics for an introverted agent would be lower.
These different characterizations could have an impact on the agents’ decisions, leading to extroverted agents
interacting with other agents more frequently than introverted ones, for instance, (Prada et al. 2010).

Normative social groups

3.15 The collection of normative social groupsNSGa = {sg1, ..., sgn} consists of a finite set of social groups known
by the agents, according to each agent’s perspective and knowledge about the social reality. It is then included
in each agent’s knowledge base. A social group is defined by Tajfel et al. (1979) as a “collection of individuals
who perceive themselves to be members of the same social category” (p.40). Thus, given the perception of each
agent, there will be “certain expectations, hopes and fears about people belonging to social categories” (Trepte
2006, p.257). For this reason, in the model, each social group sg = (PTsg, accsg), acc ∈ [0, 1] is defined mainly
by its associated prototypical characteristics PTsg .

3.16 Prototypical characteristics PTsg = {(c1, v1), ..., (cn, vn)}, c ∈ C, v ∈ [0, 1] are, therefore, the expected
characteristics of a typical member of a social group, being defined, similar to personal characteristics, by a
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name and a value. As an example, for the social group “researcher” stored as a normative group, prototypical
characteristics could be “methodicalness” = 0.76, “inquisitiveness” = 0.94, and “credulity” = 0.05.

3.17 Each social group also has an accessibility value accsg indicating how easy it is for the agent to recall it from
memory based on prior experiences.

3.18 Table 2 provides examples of how to configure the agents in the DIMA model based on the situations outlined
in Table 1. This table includes information on the agents’ personal characteristics, normative social groups (if
applicable), and the corresponding prototypical characteristics associated with each group.

Table 2: Examples of how to configure the agents in the DIMA model (personal characteristics, normative social
groups and prototypical characteristics), given the situations in Table 1. The agents are named John, Jane and
Alex. John and Jane are Seniors, making it easier for them to recall and identify with this particular identity.
Consequently, the accessibility of their Senior identity is higher compared to their Junior identity, as they are
no longer Juniors. In contrast, Alex is a new employee who has no prior information on normative social groups
in their knowledge base, as this is their first job.

Agents Personal Characteristics Normative Social
Groups

Prototypical
Characteristics

aJohn = (PaJohn
,

NSGaJohn
)

PaJohn
=

{(productivity, 0.90),
(speed, 0.30),

(stamina, 0.20)}

NSGaJohn
=

{sgSenior, sgJunior}

PT sgSenior
=

{(productivity, 0.88)}
accsgSenior

= 0.90

PT sgJunior
=

{(productivity, 0.32)}
accsgJunior

= 0.10

aJane = (PaJane
,

NSGaJane
)

PaJane
=

{(productivity, 0.80),
(speed, 0.90),

(stamina, 0.80)}

NSGaJane
=

{sgSenior, sgJunior}

PT sgSenior
=

{(productivity, 0.80)}
accsgSenior

= 0.80

PT sgJunior
=

{(productivity, 0.35)}
accsgJunior

= 0.20

aAlex = (PaAlex
,

NSGaAlex
)

PaAlex
=

{(productivity, 0.30),
(speed, 0.85),

(stamina, 0.90)}

NSGaAlex
= {} -

Clustering

3.19 Each DIMA agent starts by identifying the clusters present in the social environment. The clustering stage,
defined in Equation 1, receives as input the current context and the personal characteristics of all agents.
During this step, agents consider a filtered version of A, ACtx, in which each present agent aCtx is represented
only by the personal characteristics that are relevant in the context, PaCtx

= {(c1, v1), ..., (cn, vn)}, c ∈
TCtx, v ∈ [0, 1]. The function’s output Cl = {cl1, ..., cln} represents the clusters that emerge in the context,
corresponding to disjoint subsets of ACtx. Each agent will thus perceive whether they are in the presence of
one or more clusters, as well as the cluster they belong to.

Cl = Clustering(Ctx,A) = {cl1, ..., cln}, cl ⊆ ACtx,

n⋂
i=1

cli = ∅ (1)

3.20 The clustering function can be implemented with a typical clustering algorithm. In our example, an iterative
K-Means algorithm was used, which starts with one K cluster and then determines whether or not there is at
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least one agent whose distance to their cluster is higher than a given distance threshold value tClustering. If
so, K is incremented and one more cluster is added, forcing the clustering process to restart. This process is
repeated until the distance threshold heuristic is satisfied for all agents. As a result, agents will be able to obtain
the centroids of the identified clusters, in addition to their members.

Salience and active identity

3.21 Following the clustering phase, each agent is able to determine which of the present agents share similar
characteristics with them (i.e., belonging to the in-group) and which do not (i.e., belonging to the out-group).
Turner et al. (1994) stated that “social identity tends to become more salient in intergroup contexts and personal
identity in intragroup contexts” (p.456). Considering this, the agent’s active identity in the model can be defined
depending on certain conditions. When the agent is exclusively in the presence of members of their own
social group, identifying a single cluster in the environment (|Cl| = 1), no social identity is salient and they
will perceive themselves and others as individuals. In this situation, the agent’s active identity is going to
be defined by their personal identity PI , whose characteristics correspond to the projection of the agent’s
personal characteristics in the context PaCtx

. However, when in the presence of an out-group, a social identity
may become salient.

3.22 For each agent to be able to identify their salient social identity SSI , they must compute the salience of each
one of the identified clusters, and select the one with the highest value, as seen in Equation 2. In the Self-
Categorization Theory, the salience of a particular social identity is seen as a function of fit (See Salience: Fit)
and accessibility (See Salience: Accessibility) (Turner et al. 1994), as defined in Equation 3. In specific, Oakes
(1987) proposes expressing this salience function as a product of fit and accessibility. This formula was inspired
by Bruner (1957)’s work, in which it is stated that “given a sensory input with equally good fit to two non-
overlapping categories, the more accessible of the two categories would capture the input” (p.132). With this
in mind, in order to compute the salience of an identity, each agent will be required to determine how well a
social identity fits the social context (i.e., the fit), as well as how useful and relevant that same identity is for
them, based on “past experience, present expectations, and current motives, values, goals, and needs” (Turner
et al. 1994, p.455) (i.e., the accessibility).

SSI = argmax(∀cl∈ClSalience(cl)) (2)

Salience(cli) = f(fit(sii), acc(sii)) = fit(sii)× acc(sii), cl ∈ Cl, si ∈ NSG, 0 ≤ Salience ≤ 1 (3)

3.23 Given these identities, the active identity AI can be determined according to Equation 4, being defined by the
salient social identity only if its salience is higher than a certain threshold tSalience. When a social identity
becomes active, an individual’s self-concept becomes “depersonalized” (Turner et al. 1987): the agent sees
the self as a representation of the in-group prototype instead of a unique individual, as well as other agents,
which are seen as an embodiment of the out-group prototype (Stets & Burke 2000). An identity’s level of
“depersonalization” will influence the degree of group behaviour an individual exhibits (Trepte & Loy 2017).
This process, however, “is not a loss of personal identity but a change in identity” (McGarty 1999, p.124). Thus,
rather than modifying their personal attributes, which are always present by default, agents can simply define
their self-concept based on a cognitive representation of the defining characteristics associated with their in-
group (i.e., its prototypical member) (Hogg et al. 1995).

AI = ActiveIdentity(PI, SSI) =

{
PI , if SSI == ∅ or Salience(SSI) ≤ tSalience

SSI , otherwise
(4)

3.24 Table 3 shows the effects of the clustering and salience steps in the DIMA model, as well as the influence of the
active identity on the behaviour of the agent John in the situations outlined in Table 1.
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Table 3: DIMA model computations for the clustering and salience steps, as well as the definition of the active
identity and its impact on behaviour, specifically for the agent John in the situations outlined in Table 1. The
thresholds used for clustering and salience are tClustering = tSalience = 0.2. It is assumed that all
characteristics of all agents are visible and perceived in the same way.

Sit. Agents Clustering Salience Active Identity

1 John
ClJohn = {cl1}
centroid(cl1) =
( 0.9+0.8

2 ) = (0.85)

|ClJohn| = 1, no SSI
is salient

AIJohn = PIJohn: John uses
his personal characteristics to
interact with Jane. E.g., if John
is more productive, he assigns
himself slightly more tasks.

2 John
ClJohn = {cl1, cl2}

centroid(cl1) = (0.85)
centroid(cl2) = (0.30)

Salience(cl1) =
0.50× 0.90 = 0.45

Salience(cl2) =
0.57× 0.10 = 0.06

SSIJohn = si1
associated with cl1

AIJohn = SSIJohn: John
acts based on his salient social
identity (Senior). E.g., John
and Jane might work together
on more complex tasks since
they are seniors and in-group
members, while letting Alex,
an out-group member and a
junior, work alone on a simpler
task.

3 John

ClJohn = {cl1, cl2}
centroid(cl1) = (0.90+0.85

2 ,
0.90+0.80

2 ) = (0.875, 0.85)
centroid(cl2) = (0.30, 0.20)

Salience(cl1) =
0.51× 0.39 = 0.20

Salience(cl2) =
0.61× 1 = 0.61

SSIJohn = si2
associated with cl2

AIJohn = SSIJohn: John
acts based on his salient social
identity (Non-Athlete). E.g.,
John might choose to be a
spectator instead of actively
participating in the game of
soccer with Alex and Jane, who
are in-group members and ath-
letes.

Salience: Fit

3.25 Returning to the salience function, the fit of a social identity in a social context is composed by two aspects
according to the Self-Categorization Theory (Turner et al. 1987, 1994): the comparative fit, which refers to how
noticeable a category is against a contrasting background; and the normative fit, which stands for how well the
content of a categorization goes in accordance with what one might expect it to be (i.e., the norm).

3.26 If any expectations about a social group exist within the knowledge of an individual, the attributes of that
group should be “consistent with the normative beliefs and theories about the substantive social meaning of
the social category” (Turner et al. 1994, p.455). Normative beliefs, in this sense, represent one’s beliefs about
the stereotypical features and behaviour that are expected of a certain social group. Following this definition,
each agent in the model will perform the normative fit by determining if they are in the presence of a social
group that they already know and have experience with (i.e., if any of the agent’s known social groups has a
normative fit in the current context). As a result, all of the agent’s normative groups are checked for similarity
with the previously identified clusters of agents.

3.27 The centroids of each cluster are then compared to the projection in the context of the prototypical
characteristics of each normative social group, PTsgCtx

. According to Equation 5, a cluster is defined as
an instance of its closest normative social group only if their distance is lower than a specific threshold
tNormative. In this case, the values of reference will correspond to the ones of the normative group, implying
that the agent recalls the prototypical member of the social group through a simple stereotyping process.
Moreover, during this process, the agent may be able to identify additional characteristics of the agents that
were not initially observed.

sii = NormativeF it(cli) =

{
argmin(distance(cli,∀sg∈NSGsg)), if distance < tNormative

∅, otherwise
(5)
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3.28 If no match is found, it is because the agent is in the presence of an ad-hoc social group (i.e., the agent
does not have previous knowledge or past experiences with this group). Thus, given that no accessibility
value is available, the salience computation of this cluster will be computed as the fitness multiplied by a
value indicating how close the agent is to that cluster: the complement of the distance between the agent’s
context-filtered personal characteristics and the cluster’s centroid. For future situations, the agent’s collection
of normative social groups should also be updated with this unknown cluster, as defined in Equation 6, with
its centroid value representing the prototypical characteristics of the group and the initial accessibility value
corresponding to the previously computed value of closeness to the cluster.

NSG = NSG ∪ newsg : newsg = (centroid(cli), acct=0) (6)

3.29 For instance, imagine an agent that just started as a player in a football team and is in the presence of other
team members. Initially, no similarity is found with any of the agent’s normative groups (such as “Tennis Player”
or “Swimmer”). Therefore, this agent will rely on information perceived from the current context rather than
information from previous experiences. If the situation occurs again, the agent will have this group already
stored as normative (e.g., “Football Player”), with assigned prototypical characteristics based on the ones
defined by the centroid of the cluster from the previous situation.

3.30 The comparative fit is defined by the principles of the Meta-Contrast Theory (Turner et al. 1987), which states
that a “collection of stimuli is more likely to be categorized as an entity (a higher order unit) to the degree
that the average differences perceived between those stimuli are less than the average differences perceived
between them and the remaining stimuli that make up the frame of reference”, meaning that “any collection of
people will tend to be categorized into distinct groups to the degree that intragroup differences are perceived
as smaller, on average, than intergroup differences within the relevant comparative context” (Turner et al. 1994,
p.455).

3.31 The comparative fit was formalized in a similar manner to how the meta-contrast principle was formalized by
Salzarulo (2006), where the fit of a social categorization was determined by the difference between intergroup
differences and intragroup differences. In DIMA, the comparative fit of a particular social identity, defined in
Equation 7, also depends on the intergroup differences, as well as the intragroup differences. The former
corresponds to the distance between the in-group sgin, and any other out-groups sgout in a given context.
The latter represents the dispersion of these social groups. When establishing this fitness function, it was
assumed that social groups with a small dispersion (i.e., more homogeneous) and presenting a greater distance
from other social groups will have higher fitness values, following the Meta-Contrast Theory’s rationale.
Furthermore, it was considered that the fitness should increase if out-groups in the environment present higher
dispersion values.

fit(sii) = f(distance(sgin, sgout), dispersion(sgin), dispersion(sgout)) =

distance(sgin, sgout)

2
+

(1− dispersion(sgin)) + dispersion(sgout)

4
: 0 ≤ fit ≤ 1

(7)

3.32 To better understand the computations performed by the DIMA model to obtain the salience of an identity,
in particular how it computes the corresponding fitness and accessibility values, Table 4 provides a detailed
example for the agent John in the situations outlined in Table 1.
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Table 4: DIMA model computations for obtaining the fitness and accessibility values to compute the salience
of identities for the agent John in the situations outlined in Table 1. In Situation 2, John finds a match for
the clusters in their knowledge base and uses the known accessibility and prototypical characteristics of the
normative group. In Situation 3, the agent has to add a new group to its collection of normative social groups.
The threshold used for the normative fit is tNormative = 0.2.

Sit. Agents Normative Fit (NF) Comparative Fit Accessibility

2 John
Found a match in NSGaJohn

si1 = NF (cl1) = sgSenior

si2 = NF (cl2) = sgJunior

fit(si1) =
0.56
2 +

(1−0.25)+0.10
4 = 0.50

fit(si2) =
0.56
2 +

(1−0.10)+0.25
4 = 0.57

acc(si1) = accsgSenior

= 0.90

acc(si2) = accsgJunior

= 0.10

3 John

No match in NSGaJohn

si1 = NF (cl1) = ∅
si2 = NF (cl2) = ∅

NSGaJohn
= NSGaJohn

∪
(si1 = sgAthlete) =

(centroid(cl1), acc(cl1)t=0)

NSGaJohn
= NSGaJohn

∪
(si2 = sgNonAthlete) =

(centroid(cl2), acc(cl2)t=0)

fit(si1) =
0.61
2 +

(1−0.20)+0
4 = 0.51

fit(si2) =
0.61
2 +

(1−0)+0.20
4 = 0.61

Values for t = 0:

acc(si1) = accsgAthlete

= 1− |(0.30, 0.20)
−(0.875, 0.85)| = 0.39

acc(si2) = accsgNonAthlete

= 1− |(0.30, 0.20)
−(0.30, 0.20)| = 1

3.33 The distance between the groups present in the social context can be computed through the normalized
difference between their centroids (or their context-filtered prototypical characteristics, if they are normative
groups). This formula is defined in Equation 8. If more than one out-group is found, the agent will merge
them all in one large out-group, using as a value the mean of all out-groups’ centroids (or filtered prototypical
characteristics).

distance(sgin, sgout) = |centroid(sgout)− centroid(sgin)| (8)

3.34 The dispersion of a social group can be measured by calculating the normalized average of absolute differences
between the projection of the personal characteristics of each group member in the context and the group’s
centroid (or context-filtered prototypical characteristics, as in the distance formula), as shown in Equation 9.
The less dispersion the groups present, the more homogeneous they are, having more impact in the increase
of the social identity salience.

dispersion(sgi) =

n∑
x=1

|PaxCtx
− centroid(sgi)|

n
, n = |Asgi |, a ∈ Asgi (9)

Salience: Accessibility

3.35 Bruner (1957) stated that “the accessibility of categories reflects the learned probabilities of occurrence of
events in the person’s world. The more frequently in a given context instances of a given category occur,
the greater the accessibility of the category” (p.132). Therefore, in DIMA, during the accessibility update, it
was considered that when agents act in accordance with their salient social identity, the accessibility of this
identity should be updated according to a function depending on the previous value of accessibility and the
salience of their identity, as shown in Equation 10. This function works as a reinforcement mechanism, so that
each time an identity is used in a specific context, the agent’s willingness to use this social identity in similar
situations increases in proportion to the value of its salience. Furthermore, in this step, the accessibility values
of all identities present in the agent’s normative groups must be normalized, implying that when one identity’s
accessibility increases, all the others suffer a decay. As a result, the agent’s collection of normative groups
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will resemble a ranking of identities, which corresponds to Blanz (1999)’s assumption that a perceiver has an
internal hierarchy, in which social categorizations are ordered by their accessibility.

acc(SSI)t+1
= f(acc(SSI)t , Salience(SSI)t, optevaluatedOutcome) : 0 ≤ acc ≤ 1 (10)

3.36 Additionally, accessibility can “reflect the search requirements imposed by my needs, my ongoing activities,
my defenses, etc.” (Bruner 1957, p.132). To apply this definition, the incorporation of an agent’s mechanism
in the model to assess whether the actions or decisions they made using a given identity satisfied their goals,
needs, or expectations would have to be ensured. If implemented, the outcome of each agent’s action would be
evaluated, returning a value that should be included in the accessibility update of their salient social identity,
being this represented in the previous function as an optional parameter. With that said, depending on the type
of scenario implemented, different accessibility functions can be used.

Overview of model integration and formalization

3.37 Given the architecture displayed in Figure 1 and the previous DIMA formalization, Table 5 displays the main
functions required to incorporate DIMA within a social agent architecture, with their input and output specified
and organized by module. The main goal is to assist researchers in easily understanding the order of events
in this cycle, as well as the arguments required for the functions in each module, when connecting perception
and decision-making modules to DIMA. Here, additional parameters, easy to configure, are also listed, being
used as thresholds for specific functions in the DIMA module. Moreover, the function AccUpdate was added
to this table, which is related to Equation 10. Besides the salient social identity, the evaluated outcome from
the perception module was taken as an input and represented as a value between 0 and 1, even though
this is optional. A final remark on the decision-making module’s function: given that DIMA outputs the
agent’s personal identity by default, it is possible to consider the personal characteristics alongside with the
characteristics and salience of the active social identity when modelling the agent’s behaviour. However, this
is dependent on the modeller’s goal (e.g., study conflicts of personal and social identity). For readers to easily
assess the impact of each one of these functions, the Jupyter notebook mentioned earlier includes a simple
example that involves ten agents and two context characteristics as input to the model, which can be modified
by readers to explore other scenarios.

Table 5: Main functions of the Perception, DIMA and Decision-Making modules of an agent. Input and output
are specified for each function, as well as any additional parameters that may be required. Each DIMA function
is linked to the corresponding equation of the model formalization.

Module Function Input Output Other Param.

Perception IdentifyContext Environment Ctx -

Perception IdentifyAgents Environment A -

DIMA Clustering (1) Ctx,A Cl tClustering

DIMA Salience (3) cl ∈ Cl [0, 1] tNormative

DIMA ActiveIdentity (4) PI, SSI AI tSalience

Decision-Making Act AI, Salience(SSI), P I Action -

Perception EvaluateOutcome Outcome [0, 1] -

DIMA AccUpdate (10) SSI, evaluatedOutcome - -

Use Case: Dictator Game

4.1 Following DIMA integration, this section demonstrates how to apply the model for a specific use case, which
is executed as a social simulation, where the social environment was manipulated to test a set of hypotheses.
We intended to showcase the effects of the identity salience mechanism, specifically, the influence of active
identity, in the agent’s decision-making processes. This case is available on GitHub with the model, so that
other researchers can run and modify the code to obtain the corresponding simulation plots.
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4.2 The current scenario is centred on a well-known economic game, the Dictator Game (Kahneman et al. 1986).
Economic games are simple ways to measure social effects, and this particular game has been extensively
studied within experimental economics to gain insights on human fairness and altruism, two topics that are
strongly connected to SIA (e.g., in-group and out-group bias). Moreover, there is experimental research linking
the Dictator Game and the concept of social identity (Chang et al. 2019), in which different game treatments
affect the salience of one’s identity, evoking identity-specific social norms when it is more salient, and thus
changing a person’s re-distributions.

4.3 This game involves two players: a “dictator" and a “receiver”. The dictator receives a certain amount of money,
having the option of donating a portion of it to the receiver, who has no choice other than to accept the dictator’s
offer. Despite the fact that the most rational choice, in economic terms, would be for the dictator to keep
all of the money, the results of several experiments with humans playing this game provide evidence of the
opposite. In standard conditions, the average offer by people who play the dictator role is around 20% of the
amount initially given (List 2007; Lucas et al. 2008). To simplify the current demonstration, each donation is
"anonymous," and the recipient is always chosen at random, which means that one’s donation has no effect
on future behaviours, making each interaction in this scenario independent of the others. Nevertheless, other
configurations of the dictator game can be further explored to verify if different behaviours emerge (e.g., players
could be informed of other agents’ donations, which could, consequently, influence their decision).

4.4 The agents were configured to play the Dictator Game in the following manner: At each interaction step, each
agent was given a fixed amount of money (= 100€) to play the dictator role, while another agent in the
environment was randomly selected to play as the receiver. Following this, the dictator agent decided how
much money they were going to give to the receiver. If their salient social identity was active, the agent’s offer
would follow Equation 11, in which the inGroupBias depended on whether or not the receiver was a member
of the dictator’s group (in-group member). Otherwise, if their personal identity was active, the dictator agent
would not use any bias to determine their offer. Then, they would simply use a baseline offer, a fixed value that
represented a percentage of the initial amount given to the dictator (baselineOffer = 20%). After the dictator
agent decided how much to give to the receiver, the remaining portion was added to their wealth.

offert = f(baselineOffer, inGroupBias, Salience(SSIdictator)t) =

baselineOffer × (1 + inGroupBias× Salience(SSIdictator)t) : 0 ≤ Salience ≤ 1

inGroupBias =

{
1, if receiver ∈ SSIdictator

-1, otherwise

(11)

4.5 The rationale behind this equation was the in-group favouritism and out-group discrimination that has been
found in past sociological studies (Tajfel 1970; Tajfel et al. 1971; Hennessy & West 1999; Otten & Moskowitz 2000).
Essentially, the higher the salience of the agent’s social identity, the more generous they will be to in-group
members and the less generous they will be to out-group agents. Then, an agent can allocate money ranging
from 0% (to out-group members when their social identity salience is 1) to 40%. (to in-group members when
their social identity salience is 1) of their initial amount.

4.6 Given the described formalization of the Dictator Game scenario, two hypotheses based on empirical research
were tested:

H1: Group performance increases with the salience of the group identity. (Allen et al. 2004; Campo
et al. 2019)

H2: Group-based behaviour increases performance compared to individualistic behaviour. (Gund-
lach et al. 2006)

To verify these hypotheses, we ran a simulation with five distinct settings (empty context, equal groups with
static context, different group dispersion with static context, different group size with static context, adaptive
vs. non-adaptive agents with variable context), varying the context’s theme (i.e., the relevant characteristics of
the environment the agents are in), the agents’ personal characteristics, and how adaptive to the context they
were. The agents’ performance was measured according to the average accumulated wealth during the game.

4.7 In terms of the simulation variables, we defined the number of interaction steps in a single run (numSteps =
100) and the number of times the simulation can be repeated (numRuns = 50).

4.8 The agent’s perception module was not added. Instead, for the DIMA input, the values of the personal attributes
of the agents (N = 50) were randomized at each run, depending on how close we intended agents to be to
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the prototypical member of their in-group (i.e., the cluster centroid, which is visible to all agents), this being
related to the group dispersion. Additionally, the context’s theme, shared by all agents, could be empty or
include a finite set of relevant characteristics (in this scenario, it had only two), depending on the settings we
were analyzing. In particular, for the context-variable configuration, we alternated between these two themes
in each interaction step. The experimental design (i.e., context configuration) was then responsible for the
emergence of one or more groups in the environment. We opted to provide names without semantics to the
relevant characteristics of the context, like “Characteristic 1” and “Characteristic 2”.

4.9 Concerning the DIMA module, we specified the values of the thresholds applied in their functions
(tClustering = tNormative = tSalience = 0.2). In terms of the accessibility of the salient social iden-
tity, which denotes how easy it is to recall it based on prior experience, it was updated according to Equation
10, using a constant growth factor (= 0.01).

4.10 Finally, the decision-making module was defined according to Equation 11, as well as the parameters indicated
in the formula description. The results of the simulation were recorded at each step of the interaction, and
averaged out across the different repeated runs.

Results and discussion

Empty context and similar groups

4.11 The first and second experiments served as the baseline. In the first experiment, the context’s theme was empty,
meaning that there were no relevant characteristics in the context, so only one cluster emerged. This means that
the agents used their personal identity to decide how much to offer to other agents. The average accumulated
wealth of each agent in this cluster was Wealthcl1 = 10000, in Step = 100.

4.12 During the second experiment, the context’s theme included the two relevant characteristics. Given the values
of the agents’ characteristics, two clusters with equal size (25 agents each) and a similar dispersion emerged in
the environment (See Figure 3). In their decisions, agents would then use their salient social identities. These
identities had similar salience values for agents in both clusters (in Step = 100,MSaliencecl1

= MSaliencecl2
=

0.58, SDSaliencecl1
= 1.07 ∗ 10−2, SDSaliencecl2

= 1.08 ∗ 10−2), as well as accessibility values (in Step =

100,MAccessibilitycl1
= MAccessibilitycl2

= 0.98, SDAccessibilitycl1
= 1.92 ∗ 10−3, SDAccessibilitycl2

=

1.85 ∗ 10−3). Additionally, regarding the average accumulated wealth of each agent in the clusters, there
was almost no difference between the gathered wealth in both clusters (in Step = 100,MWealthcl1

=
10002.08, SDWealthcl1

= 25.89, and MWealthcl2
= 9997.92, SDWealthcl2

= 25.89). This is easy to verify in
Figure 4, where we present a box plot of the average wealth for each cluster in Step = 100.

Figure 3: Clusters in the environment, with the same size and a similar dispersion (N1 = N2 =
25, centroid(cl1) = (0.87, 0.87), centroid(cl2) = (0.15, 0.17), for a specific run). Two characteristics were
relevant in the context.
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Figure 4: Box plot of the average accumulated wealth of agents for each cluster in Figure 3, in Step = 100.
Agents in these clusters showed almost no differences in their accumulated wealth.

Different group dispersion

4.13 In the third experiment, we maintained the same group size in each cluster, as well as the two characteristics
of the context’s theme. However, agents in one of the clusters were assigned characteristics closer to the
centroid of their in-group, compared to the agents in the other cluster, implying that the former cluster
(Cluster 2) presented a lower dispersion, being more homogeneous, than the latter one (Cluster 1), as seen
in Figure 5. The salience value of the salient social identity associated with the second cluster, the more
homogeneous one, was higher than the salience of the social identity linked to the first cluster (in Step =
100,MSaliencecl1

= 0.46, SDSaliencecl1
= 1.59 ∗ 10−2, and MSaliencecl2

= 0.74, SDSaliencecl2
= 1.42 ∗

10−2). Regarding the accessibility value, it revealed slightly higher values for the second social identity
(in Step = 100,MAccessibilitycl1

= 0.97, SDAccessibilitycl1
= 8.71 ∗ 10−3, and MAccessibilitycl2

=

0.99, SDAccessibilitycl2
= 1.52 ∗ 10−3).

Figure 5: Clusters in the environment, with the same size and different dispersion (N1 = N2 =
25, centroid(cl1) = (0.73, 0.77), centroid(cl2) = (0.05, 0.05), for a specific run). The second cluster presented
a lower dispersion compared to the first. Two characteristics were relevant in the context.
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Figure 6: Box plot of the average accumulated wealth of agents for each cluster in Figure 5, in Step = 100.
Agents belonging to the second cluster (more homogeneous) accumulated more wealth, compared to the other
agents.

4.14 The average accumulated wealth of the agents in the second cluster, which was less dispersed and
more homogeneous, was greater than the one in the first cluster (in Step = 100,MWealthcl1

=
9727.65, SDWealthcl1

= 29.13, and MWealthcl2
= 10272.35, SDWealthcl2

= 29.13), being this difference
evident in the box plot in the Figure 6, for Step = 100. Concerning the average offers of each agent to in-
group and out-group agents in each interaction step, agents belonging to the second cluster offered more
money to their in-group members compared to agents in the first cluster, which was less homogeneous (in
Step = 100,MOfferIcl1

= 29.18, SDOfferIcl1
= 0.24, and MOfferIcl2

= 34.52, SDOfferIcl2
= 0.29). Agents

in the second cluster offered less money to out-group members compared to agents in the other cluster (in
Step = 100,MOfferOcl1

= 10.82, SDOfferOcl1
= 0.24, and MOfferOcl2

= 5.48, SDOfferOcl2
= 0.29).

4.15 Agents belonging to the group that was more homogeneous displayed a higher value of salience of their
active social identity. Consequently, these agents revealed higher levels of in-group favouritism and out-group
discrimination in their behaviour, and offered more to in-group agents and less to out-group ones. With this
in mind, we verified that the average accumulated wealth for agents in less dispersed and more homogeneous
groups was higher compared to agents in groups with higher dispersion, implying that the agents in groups
with a higher identity salience outperformed the agents in groups with a lower identity salience, as stated by
hypothesis H1.

Different group size

4.16 The fourth experiment was similar to the second, however we varied the values of the agents’ characteristics to
obtain two clusters of different size and a similar dispersion in the environment (See Figures 7 and 9), intending
to verify if there were any wealth disparities between groups with a different number of elements in the same
environment.

4.17 In Figure 7, we can see two clusters, the first cluster with 15 agents (30%), and the second one with 35
agents (70%). The salience value of the social identity associated with the smallest cluster, the first one,
was slightly higher compared to the larger group (in Step = 100,MSaliencecl1

= 0.58,MSaliencecl2
=

0.57, SDSaliencecl1
= 1.22 ∗ 10−2, SDSaliencecl2

= 1.19 ∗ 10−2). In terms of accessibility, these clusters
presented similar values (in Step = 100,MAccessibilitycl1

= MAccessibilitycl2
= 0.98, SDAccessibilitycl1

=

2.17 ∗ 10−3, SDAccessibilitycl2
= 2.12 ∗ 10−3). Additionally, concerning the average accumulated wealth of

each agent in the clusters, the smaller group accumulated slightly more wealth than the other (in Step =
100,MWealthcl1

= 10009.08, SDWealthcl1
= 39.34, and MWealthcl2

= 9995.87, SDWealthcl2
= 16.86). This

can be seen in the box plot of the average wealth for each cluster in Step = 100, presented in Figure 8.
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Figure 7: Clusters in the environment, with different size (N1 = 15, N2 = 35, centroid(cl1) =
(0.88, 0.81), centroid(cl2) = (0.16, 0.15), for a specific run). Two characteristics were relevant in the context.

Figure 8: Box plot of the average accumulated wealth of agents for each cluster in Figure 7, in Step = 100.
Agents belonging to the first cluster (smaller) accumulated slightly more wealth, compared to the other agents.

4.18 In Figure 9, two clusters can be seen in the environment, the first one with 45 agents (90%) and the second one
with 5 agents (10%). The salience of the active social identity of members of the smallest cluster, the second
one, was higher compared to the salience value associated with the larger group (inStep = 100,MSaliencecl1

=

0.59,MSaliencecl2
= 0.62, SDSaliencecl1

= 1.88 ∗ 10−2, SDSaliencecl2
= 1.90 ∗ 10−2). The same

behaviour applied to the accessibility values, but this difference was minor (in Step = 100,MAccessibilitycl1
=

0.98,MAccessibilitycl2
= 0.99, SDAccessibilitycl1

= 2.17 ∗ 10−3, SDAccessibilitycl2
= 2.12 ∗ 10−3). Additionally,

in terms of the average accumulated wealth of each agent in the clusters, the smaller group accumulated more
wealth than the larger one (in Step = 100,MWealthcl1

= 9993.91, SDWealthcl1
= 8.66, and MWealthcl2

=
10054.84, SDWealthcl2

= 77.93). This can be verified in Figure 10, where we present a box plot of the average
wealth for each cluster in Step = 100.
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Figure 9: Clusters in the environment, with different size (N1 = 45, N2 = 5, centroid(cl1) =
(0.13, 0.15), centroid(cl2) = (0.88, 0.86), for a specific run). Two characteristics were relevant in the context.

Figure 10: Box plot of the average accumulated wealth of agents for each cluster in Figure 9, in Step = 100.
Agents belonging to the second cluster (smaller) accumulated more wealth, compared to the other agents.

4.19 Even though we randomized the characteristics of the agents so that the clusters had a similar dispersion
between them, the smallest group was more frequently less dispersed than the larger one. Given that this
group had fewer elements, its members were less likely to be attributed characteristics that were distant from
one another, making them perceive themselves as more similar to the prototypical member of the group (i.e.,
the centroid of the cluster). As seen in the third experiment, groups that are more homogeneous (less dispersed)
accumulate greater wealth. Thus, this experiment is consistent with those results: as differences in the group
size increase, members of the smallest group, which is usually the least dispersed, exhibit a higher value of
salience for their salient social identity, as well as a higher value of accumulated wealth. Nonetheless, these
differences are not particularly noticeable because the values of group dispersion are only slightly different
between the groups, since, as mentioned earlier, we randomized them to be similar using the same interval of
values.

Variable context

4.20 In this final experiment, we varied the context’s theme at each interaction step (empty or with two relevant
characteristics), to simulate the dynamics between the personal and social identity. When there were no
relevant characteristics in the context, clustering resulted in one single cluster, like in the first experiment.
Otherwise, the clusters were similar to those shown in Figure 3. However, only half of the agents in the
environment adapted to these context shifts, using their personal or salient social identity in their decisions,

JASSS, 26(3) 9, 2023 http://jasss.soc.surrey.ac.uk/26/3/9.html Doi: 10.18564/jasss.5146



depending on the social environment (Adaptive Agents - A). On the other hand, the remaining half did not
adapt to the context, always using the personal identity (Non-Adaptive Agents - NA). As a result, the average
accumulated wealth for the Adaptive Agents was higher compared to the Non-Adaptive Agents (in Step =
100,MWealthA

= 10263.44, SDWealthA
= 23.84, and MWealthNA

= 9736.56, SDWealthNA
= 23.84). We can

better visualize this wealth disparity in Figure 11, in which we present a box plot of the wealth in Step = 100
for the Adaptive and Non-Adaptive Agents.

Figure 11: Box plot of the average accumulated wealth of Adaptive and Non-Adaptive agents, in Step = 100.
Adaptive agents accumulated more wealth compared to Non-Adaptive agents.

4.21 Adaptive Agents, who could shift between their identities according to the context, accumulated more wealth
than Non-Adaptive Agents, who were always individualistic and never showed group-based behaviour. This
indicates that, when compared to one another, group-based agents outperformed individualistic ones, as
stated in hypothesis H2. Thus, the DIMA model allowed agents to behave according to the context, embodying
their personal or social identity, which was beneficial for them when playing the Dictator Game.

Use Case: Trash Collection

5.1 This section describes an additional use case of the model, focusing on a trash collection simulation. The goal
is to explore the interplay between personal and social identities in response to changes in the social context,
aiming to show the impact of the DIMA model on the agents’ behaviour during a trash collection task. The
source code for this simulation is also available on GitHub, like the previous use case.

5.2 For this use case, we drew inspiration from a driftwood collection scenario (Thebaud & Locatelli 2001), which
involved exploring different behavioural strategies (aggressive/conciliatory), ranges of vision, and imitation
rules of agents while they navigate a grid (a beach) and collect resources (wood). However, we adapted the
scenario by replacing the wood with trash and simulating a group of work colleagues responsible for cleaning
up a beach instead. The resource collection mechanism has also been simplified by allowing agents to carry an
unlimited amount of resources without having to discard them into a pile.

5.3 Each agent is characterized by two personal characteristics, competitiveness and sociability, which influence
their behaviour within the simulation. When there are no relevant characteristics in the context, agents behave
according to the values of their personal characteristics. Agents with higher competitiveness ratings will
engage in competition with their colleagues to collect more trash. When two or more agents, represented as
collidingA, attempt to collect the same trash item, it implies that their positions coincide within the beach
environment. We refer to this event as an agent encounter or collision. In such situations, the agent with a
higher competitiveness rating will claim the item, and agents with lower competitiveness ratings are likely to
concede. The formalization of this behaviour is presented in Equation 12, where the variable collectTrasha

represents the decision of agent a to collect the trash.

collectTrasha =

{
False, ∃cA ∈ collidingA such that competitivenessa < competitivenesscA

True, otherwise
(12)
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5.4 In terms of sociability, agents with higher sociability ratings will try to seek out other agents on the beach, while
those with lower sociability ratings will tend to avoid them. When there is no trash to collect in their current
location, agents will explore the environment. They begin by looking at their eight adjacent cells to identify
nearby agents. If an agent rates high on sociability, they will tend to move towards other agents. On the other
hand, if an agent rates low on sociability, they will tend to avoid other agents and instead move towards empty
positions in the environment.

5.5 Agents can also be characterized by their shirt colour, which is limited to two different colours. If the shirt
colour becomes relevant to the context, the DIMA model is applied to define the agents’ behaviour. Then,
agents observe their immediate environment, determine the social clusters given the current context, establish
their active identity, and compute their salience value. Based on the colour of their shirt, agents will adjust
their behaviour towards in-group or out-group members, following a similar idea to a previous smaller-
scale simulation scenario implemented with the DIMA model (Dimas et al. 2013). Agent encounters with
in-group members lead to a decrease in competitiveness, while out-group collisions lead to an increase in
competitiveness. Furthermore, when surrounded by in-group members, agents prioritize being more sociable
and seek out these members. Conversely, when surrounded by out-group members, agents become less
sociable and try to avoid them. This in-group favouritism and out-group discrimination follows the literature
mentioned in the previous use case.

5.6 When an agent’s active identity corresponds to its salient social identity, the agent’s personal characteristics
undergo a shift through linear interpolation. This shift is based on the salience of the identity and the presence
of in-group or out-group members in their field of view. For instance, when interacting with out-group members,
an agent’s sociability value shifts from their personal sociability value to 0, while their competitiveness value
shifts from their personal competitiveness value to 1, based on the salience of the identity. As a result, the agent
becomes more competitive and less sociable with out-group members. Conversely, the agent’s sociability
value shifts towards 1 and their competitiveness value towards 0 when interacting with in-group members.
Nonetheless, if the salience of the salient identity is not strong enough or if the agent is surrounded only by
in-group members, the agent will act based on their personal identity, as described earlier.

5.7 As mentioned before, the aim of this simulation is to explore the effect of the DIMA model on the behaviour of
agents in a trash collection scenario. Specifically, we intend to compare the behaviour of agents when the DIMA
model is inactive (i.e., when there are no relevant characteristics in the context) to when it is active (i.e., when
the shirt colour is a relevant characteristic in the social context). We measure agent performance by tracking
the mean trash collected by each agent, and we measure social interactions by tracking the mean number of
agent encounters in each cell.

5.8 The simulation consists of three components: a 20 × 20 grid representing the beach environment, the trash
items to be collected, and the agents responsible for collecting the trash. The agents (N = 50) are randomly
positioned on the grid at the beginning of each run. Each cell of the grid may contain between 0 to 10 trash items,
being this number randomly determined (Ncell = [0, 10]). The simulation runs for a set number of interaction
steps (numSteps = 500), and the simulation is repeated a set number of times (numRuns = 50). At each time
step, agents have the option to explore the environment by moving one cell, or attempt to collect a trash item
located in their current cell.

5.9 Similar to the previous use case, the agent’s perception module was not added. Thus, the DIMA input values for
each agent’s personal attributes are randomized at the start of each run, with the shirt colour being randomly
chosen from a set of two colours (shirtColours = [0, 1]). The context’s theme, shared by all agents, can be
either empty or be defined as the shirt colour. Moreover, agents have a limited view of their surroundings and
can only observe other agents in the eight adjacent cells surrounding them (fieldOfV iew = 1), meaning that
they only consider nearby agents when making decisions based on the social context.

5.10 The thresholds applied in the DIMA functions are specified as tClustering = tNormative = tSalience = 0.2.
The accessibility of the salient social identity is updated using a constant growth factor (= 0.01), as in the
previous use case.

5.11 The decision-making module is defined according to the behaviour described earlier, depending on the agents
present in the agent’s field of view, and whether the shirt colour is relevant or not. The results of the simulation
were recorded at each step of the interaction, and averaged out across the different repeated runs. In Figure
12, you can see an example of the trash collection grid while the simulation is running.
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Figure 12: Grid for the trash collection simulation, where agents’ shirt colour is relevant for the social context.
The brown circles represent the trash items for agents to collect. Agents are depicted as circles with colours
indicating their current active identity. If the active identity is the salient social identity, the agents are shown
as orange or blue circles associated with each cluster in the environment, otherwise, they are represented as
black circles to reflect their personal identity.

Results and discussion

5.12 For the following experiments, we analysed the results by classifying the agents according to their competi-
tiveness and sociability. To make these classifications, we used threshold values of tCompetitiveness = 0.5
and tSociability = 0.5. An agent was considered highly competitive if its competitiveness value was greater
than tCompetitiveness, while an agent was considered highly sociable if its sociability value was greater than
tSociability.

Empty context

5.13 In the first experiment, the context had no relevant characteristics, and as a result, the DIMA model had no
impact on the agents’ behaviour. Therefore, agents relied solely on their personal characteristics to make
decisions during the simulation.

5.14 Our analysis revealed that the more competitive individuals collected, on average, more trash (MTrashMComp
=

87.92, SDTrashMComp
= 6.01) than the less competitive individuals (MTrashLComp

= 66.18, SDTrashLComp
=

4.79). This result was expected since competitive individuals "fight more" to collect the resource in a conflict
with other agents.

5.15 We also found that the more sociable individuals (MTrashMSoc
= 67.29, SDTrashMSoc

= 5.23) collected less
trash than the less sociable ones (MTrashLSoc

= 86.83, SDTrashLSoc
= 6.31). This observation may be related

to the fact that the less sociable agents tend to avoid conflicts by exploring cells where there are no other agents.
As a result, they also avoid collecting trash in cells with other agents, meaning that they usually explore cells
where trash is guaranteed to be collected by them. This is supported by our analysis of agent encounters, where
we found, as expected, that the more sociable agents (MCollisionsMSoc

= 68.88, SDCollisionsMSoc
= 9.19) had

more collisions with other agents than the less sociable agents (MCollisionsLSoc
= 26.96, SDCollisionsLSoc

=
4.46).

5.16 We have presented our findings in the box plots in Figures 13 and 14, which show the mean trash collected per
agent and the mean number of agent encounters during the simulation.
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Figure 13: Box plot of the mean collected trash per agent when the context is empty. More trash is collected, on
average, by agents presenting higher values for competitiveness and lower values for sociability.

Figure 14: Box plot of the mean agent encounters per agent when the context is empty. The number of agent
encounters is higher for agents presenting higher values for sociability, compared to agents rated lower on
sociability.

Relevant shirt colour

5.17 The second experiment involved agents wearing different coloured shirts, the shirt colour being the relevant
characteristic of the context. Thus, the DIMA model influenced agents’ behaviour through the dynamics
between their personal and social identities.

5.18 In this experiment, the difference in performance between more competitive and less competitive individuals
was greater than in the previous experiment. The results indicated that the more competitive agents collected
more trash (MTrashMComp

= 92.55, SDTrashMComp
= 5.62) than the less competitive agents (MTrashLComp

=
59.53, SDTrashLComp

= 6.34). One possible explanation for the difference between the two experiments is
the increase in the number of encounters per agent in comparison to the previous experiment. This could be
attributed to the fact that, during the simulation, agents increased their sociability towards in-group members,
according to their identity salience. Consequently, if there was no trash around them, the likelihood of
following another in-group member while exploring the grid to find more trash was higher, leading these agents
to reach the trash position together. In other words, there was a tendency for the agents to join together
during the exploration of the environment. Then, although agents became less competitive with in-group
members and more competitive with out-group members, by colliding more with other agents, there were
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fewer opportunities for the agents to explore the grid cells alone and collect the trash individually. This means
that the more competitive agents had slightly more chances to outperform the less competitive agents in the
second experiment compared to the first experiment.

5.19 The difference in performance between more sociable and less sociable agents decreased significantly
compared to the previous experiment, even though the less sociable agents still collected slightly more trash
on average (MTrashLSoc

= 77.25, SDTrashLSoc
= 5.84) than the more sociable ones (MTrashMSoc

=
75.36, SDTrashMSoc

= 6.62). As we mentioned before, this may be explained by the fact that agents collided
with each other more frequently during this experiment, particularly with in-group members, as their sociability
increased with their identity salience. Consequently, the less sociable agents ended up moving towards other
agents more than in the first experiment, resulting in more agent encounters and similar trash collection to
more sociable individuals. Nevertheless, the more sociable agents still had slightly more agent encounters
(MCollisionsMSoc

= 80.04, SDCollisionsMSoc
= 11.37) than the less sociable ones (MCollisionsLSoc

=
73.98, SDCollisionsLSoc

= 12.27).
5.20 These results can be seen in the box plots in Figures 15 and 16, which show the mean trash collected per agent

and the mean number of agent encounters.

Figure 15: Box plot of the mean collected trash per agent when the shirt colour is relevant. More trash is
collected, on average, by agents presenting higher values for competitiveness. No relevant difference for the
agents divided in sociability.

Figure 16: Box plot of the mean agent encounters per agent when the shirt colour is relevant. No relevant
differences for the agents divided in competitiveness and sociability.
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5.21 When comparing the results of the two experiments, there was a slight decrease in the mean amount of
trash collected per agent in the second experiment (MTrash = 76.37, SDTrash = 1.90) compared to the
first one (MTrash = 76.86, SDTrash = 1.87). However, the number of agent encounters increased in the
second experiment (MCollisions = 76.98, SDCollisions = 10.73) compared to the first one (MCollisions =
47.88, SDCollisions = 7.17), suggesting a tendency for the agents to move towards other agents during the
simulation, in particular with in-group members, for the reasons mentioned in the previous analysis. This could
be compared to stopping to talk with other people during a group activity and taking longer to complete a task,
which reflects in collecting slightly less resources in the second experiment. These trends can be observed in
the box plots in Figures 17 and 18.

Figure 17: Box plot of the mean collected trash per agent for the two experiments (Empty Context vs. Relevant
Shirt Colour). In the second experiment, agents collect slightly less trash compared to the first experiment.

Figure 18: Box plot of the mean agent encounters per agent for the two experiments (Empty Context vs. Relevant
Shirt Colour). In the second experiment, the number of agent encounters is significantly higher compared to
the first experiment.

Conclusion and Future Work

6.1 This paper presents the formalization of the Dynamic Identity Model for Agents, an agent-based model based
on the Social Identity Approach in which agents define their active identity as personal or social depending on
the context. DIMA, as specified in the model section, can be integrated into existing agent architectures, like a
social agent architecture with perception and decision-making modules.
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6.2 The link between the model formalization and integration is provided as a reference for researchers who seek to
add human-like behaviour to their agents based on identity-related processes. Then, depending on the purpose
of the agent-based social simulation, DIMA’s identity salience mechanism can be added to agents to explore
how contextual factors influence identity, how personal and social identities interact with one another, and
how identity affects behaviour. As a demonstration of how to setup the model, a Dictator Game simulation
was configured, in which agents had to distribute a specific amount of money to others based on their active
identity. Different social environments were explored in this simulation to assess the impact of identity on
agents’ behaviour and performance. Additionally, a simulation using a trash collection scenario was conducted
to study how agents with different levels of competitiveness and sociability behave with and without the impact
of the DIMA model, taking into account the colour of their shirts as a relevant characteristic. Our goal was to
explore the interplay between the agents’ personal and social identities, focusing on the shift of their personal
characteristics considering in-group and out-group bias, and to observe how these dynamics change agent
behaviour, performance and social interactions.

6.3 These use cases not only illustrate how DIMA works for different scenarios, but also how it may be beneficial
for modelling and studying cooperation using economic games or resource gathering tasks. This allows us to
see the effects of a more salient group identity on the performance of agents in a group, the benefits of being
context-aware vs. always using the personal identity, and the dynamics of personal and social identities and
how they impact behaviour and outcomes. Nevertheless, this model can be used for more complex scenarios by
including different accessibility functions (e.g., that incorporate emotions given the outcome of an action with
a specific social identity) or by exploring how different social settings affect simulation results (e.g., changing
the agents’ field of view).

6.4 Now that the formalization-integration connection has been defined and the model and scenario are published
online, other modellers and social scientists should be able to enhance their models and simulations by
including DIMA in their agents. Given the context-dependent identities of the agents, this modification may
strengthen agents’ believability, allowing researchers to observe and forecast identity-related behaviour.

6.5 In future work, it should be possible for agents in the model to have multiple social identities active at the
same time, to allow researchers to explore conflicts of identities and how they reinforce one another (Kopecky
et al. 2010). It would also be interesting to explore scenarios with conflicts between the personal and the social
identities, given that the individual goals, needs and values of an agent may conflict with those of their social
identity. Finally, with the current scenario, there are a few things that could still be explored: implement a
function that evaluates the outcome of an agent’s action to be used in the accessibility update (e.g., dependent
on payoff), compare the performance of agents with humans in a similar game scenario, experiment a different
initialization of the agents’ normative social groups (e.g., different initial accessibility levels), and so on.
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