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ABSTRACT 
 
Due to the impact of Corona virus (COVID-19) pandemic that exists today, all countries, national 
and international organizations are in a continuous effort to find efficient and accurate statistical 
models for forecasting the future pattern of COVID infection. Accurate forecasting should help 
governments to take decisive decisions to master the pandemic spread.  In this article, we explored 
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the COVID-19 database of India between 17th March to 1st July 2020, then we estimated two 
nonlinear time series models: Artificial Neural Network (ANN) and Fuzzy Time Series (FTS) by 
comparing them with ARIMA model. In terms of model adequacy, the FTS model out performs the 
ANN for the new cases and new deaths time series in India. We observed a short-term virus spread 
trend according to three forecasting models.Such findings help in more efficient preparation for the 
Indian health system. 
 

 
Keywords: Artificial neural network; ARIMA; COVID-19 forecasting; fuzzy time series; India. 
 
1. INTRODUCTION 
 
The COVID-19 pandemic is the current global 
health crisisthat receives extraordinary supports 
and attention since World War II [1,2]. The 
COVID-19 cases initially observed in the Wuhan 
province of China are now immensely increasing 
around the world as a consequence of which the 
Government of India has called upon the  powers 
under the Epidemic Diseases Act, 1897 to raise 
preparedness and containment of the virus and 
declared COVID-19 a 'notified disaster' under the 
Disaster Management Act 2005. On 24 
March2020, the Government of India  imposed 
nation wide lockdown for 21 days, which was 
further extended on 14 April and 01 May until 17 
May, for preventive measure against the spread 
of COVID-19 in India. 
 
In the third phase of lockdown, the Government 
divided the whole country into three different 
zones – Green, Red and Orange, with 
relaxations applicable accordingly. Government 
of India declared fourth lockdown from 18 May to 
31 May, 2020. However, after all the lockdowns, 
cases were increasing day by day. Globally, 
14,043,176 confirmed cases were recorded till 
July 19, 2020 along with 597583 fatalities owing 
to the infections [3].In India, after June 8, a 
phase of reopening of economy started with 
Unlock 1 to revive economic growth which 
increased the caseload as the spread of infection 
peaked due to unlock and manifested into 
1,188,223 confirmed cases till July 20, 2020. But 
India is still at lower trajectory in case of deaths 
owing to COVID-19 compared to any other 
countries in the world due to recovery rate of 
62.8 percent which points towards the fact that 
despite high population density and vulnerability 
towards community transmission, India has 
contained the transmission of virus to a great 
extent. Presently, total active cases in the 
country are 412,404 with 28,712 deaths. we have 
nearly same pattern over the provinces; 
Maharashtra, with 327,031 recorded cases and 
recovery rate of 54 percent is highest infected 
state of the country followed by Delhi, having 

125,096 total cases with recovery rate of 71 
percent at 20 July 2020.  
 
Considering the onset of infections in the country 
the Indian government quickly activated its health 
management system and issued necessary 
travel advisories, which included screening of all 
travelers coming into the country from COVID 
affected nations as early as January 
2020.Theysetupinstitutional quarantine and 
isolation centers using government infrastructure, 
which ranged from schools, community centers, 
hotels to rail couches.  Simultaneously, with 
increasing infections, Indian administration was 
forced to hastily scale-up its critical care 
infrastructure. According to health ministry of 
India, to fight against COVID-19, 32000 
ventilators have been installed before March 30, 
2020.India with huge populating counties, the 
government had increased the spending upto 2.5 
percent of GDP as compared to previous1.4 
percent on public healthcare expenditure. 
 
Meanwhile, several non-medical equipment 
companies in the country have also risen to the 
occasion and transformed their manufacturing 
lines to produce ventilators and other relate 
equipment. According to the Association of 
Indian Medical Device Industry, states had 
designated958 COVID hospitals across the 
country, as well as 2,313 COVID health centers 
for those who do not need too much medical 
support, and 7,525 COVID care centers for 
patients with mild infections who are unable to 
isolate themselves at home. Along with this, 
domestic manufacturers are providing enough 
medical devices, protective gear, diagnostics, 
hospital equipment, and telemedicine services to 
efficiently overcome the adversities of COVID 
pandemic in the second largest populated nation. 

 
Time series forecasting models have great scope 
in present era especially in case of epidemic 
diseases projection. Researcher considered 
temporal dynamic for projection of COVID-19 on 
China, Italy and French [4]. Another study has 
forecasted the COVID-19 outbreak in Canada 
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using the LSTM network[5]. For COVID-19 in 
India, forecasting has been done using the SIR 
and logistic model [6]. Another research teams 
used Exponential smoothing method [7] and [8] 
ARIMA models for forecasting purpose. Most 
recently, machine learning is a useful technique 
for forecasting purpose and researchers are 
using it in different fields of science. Machine 
learning models were compared with different 
forecasting models based on COVID-19 related 
data. It was found that the machine learning 
performance is better than other models. For few 
data, SVP performance was better than machine 
learning [9]. In another study, machine-learning 
techniques were used for projection of COVID-19 
data in India[10]. In this present investigation, 
Artificial Neural Network, Fuzzy Time Series and 
ARIMA models were used for forecasting in 
COVID-19 data. The models were compared and 
the best forecasting models were identified for 
projection purpose in aiding proper planning to 
fight against this epidemic disease. 
 

2. MATERIALS AND METHODS 
 

The main goal of building of mathematical 
models in time series data is forecasting the 
future pattern and trajectory. The classical 
models such: Exponential smoothing [11], 
Autoregressive Integration Moving Average 
(ARIMA) [12],Kalman filter [13] are the main used 
in application.  We focus mainly on two 
approaches, namely: Artificial Neural Network 
models [14,15] and Fuzzy Time Series models 
(FTS) [16,17] by comparing them with ARIMA 
technique. Both of ANN and FTS belong to the 
nonlinear time series models. 
 

2.1 Auto Regressive Integrated Moving 
Average (ARIMA) 

 

Given a time series of data Xt, the ARMA model 
is a tool for understanding and, perhaps, 
predicting future values in this series[27]. The 
model consists of two parts, an autoregressive 
(AR) part and a moving average (MA) part. The 
model is usually then referred to as the ARMA 
(p,q) model where p is the order of the 
autoregressive part and q is the order of the 
moving average part (as defined below). 
 

2.1.1 Autoregressive model 
 

The notation AR (p) refers to the autoregressive 
model of order p. The AR(p) model is written 
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Where,
1 2, ..... p    are the parameters of the 

model, c is a constant and 
t is white noise. 

Sometimes the constant term is avoided. 
 
2.1.2 Moving average model 
 
The notation MA (q) refers to the moving average 
series of order q: 
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Where, 
 
θ1, θq are the parameters of the model, μ is the 
expectation of Xt (often assumed to equal 0), and 

the 1,t t    
 
A time series {Xt} is stationary and if for every t, 
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have no common factors. 
 
Where, p and q are respectively the AR and MA 
terms. 
 

2.2 Artificial Neural Network Models 
(ANN) 

 

For the Artificial Neural Network models, [18] 
stated that these models provide a great deal of 
promise in forecasting. We found them applied in 
several fields, electricity prices predication [19], 
in Hydrology [20] in Biology [21] etc the 
theoretical background of ANN is depicted in Fig. 
1; the essential components that determine the 
ANNs are Architecture structure and learning 
algorithm. For the first component, we follow the 
Feed-forward back propagation network (as in 
Fig. 1). 
 

2.3 Fuzzy Time Series 
 

The FTS models are based on the fuzzy logic 
and fuzzy sets theory developed by [22], this 
method is considered as a support of decision 
making. Furthermore, the FTS doesn’t require 
any prior assumptions for time series and model 
building, an advantage compared the classical 
methods (e.g. Box-Jenkins approach). Several 
statisticians have been contributed to develop 
this technique, including [17,23,24,25,26,27]. 



 
Fig. 1. Architecture structure of the Artificial Neural Network model

 
The theoretical steps to construct a fuzzy time 
series model are: 
 

1. Determine the universe of discourse
is the range of (or the interval) covering all 
data, the most used formula is: 
[Min(y�) − d�;Max(y�) + d�] , 
arbitrarily real numbers.  

2. Definition of Fuzzy Sets: they are the sub
intervals of the universe of discourse; we 
work on the equal lengths of each sub
interval; according to [23] there are no prior 
assumptions on determining how many 
linguistic variables to be fuzzy sets. 

3. Fuzzification of the original data set: 
(convert the raw data (numbers) to 
linguistic form. 

4. Definition of fuzzy logic relationships 
the relation among the fuzzy sets), where 
we define the fuzzy relation matrix. 

5. Estimate the forecasted ou
interpret the results. 

 
In the next section, these two approaches have 
been applied on the real data set of Covid
in India represented by the new number of 
deaths and the new confirmed cases.

 

Table 1. Summary statistics for the new death and n
 

Variable Obs 
(N) 

Min Max

New_deaths 107 0 507 
New_cases 107 0 19906

Notes. JB: Jark-bera test for normality, (**) indicates statistically si
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Architecture structure of the Artificial Neural Network model 

The theoretical steps to construct a fuzzy time 

the universe of discourse: which 
is the range of (or the interval) covering all 
data, the most used formula is: Ω =

, d� and d� are 

they are the sub-
intervals of the universe of discourse; we 
work on the equal lengths of each sub-
interval; according to [23] there are no prior 
assumptions on determining how many 

es to be fuzzy sets.  
Fuzzification of the original data set: 
(convert the raw data (numbers) to 

Definition of fuzzy logic relationships (state 
the relation among the fuzzy sets), where 
we define the fuzzy relation matrix.  

recasted output and 

In the next section, these two approaches have 
been applied on the real data set of Covid-19 
in India represented by the new number of 

new confirmed cases. 

3. RESULTS AND DISCUSSION
 
The data source is from the World Health 
Organization (WHO) daily situation reports, 
(https://www.who.int/emergencies/diseases/novel
-coronavirus-2019/situation-reports
proceed to describe the data. Table 1
summary statistics of the two time series, the 
number of observations covered under 
investigated (17 March to 01 July) is 107 for 
each. The range values for the two time series 
are [0, 507] and [0, 19906]. 
 
The coefficient of variation indicates that the 
dispersion is nearly the same for the new deaths 
and new confirmed cases time series over the 
study period. Rapid and onward changes in 
number of cases and number of deaths results 
such high CV percentage in both the parameters 
under consideration. According to the 
homogeneity test, we see that the change points 
for the two time series (New cases, new death) 
are the observations correspond on 2168 and 
12564 new cases, and 28 and 247 new d
The positive value of skewness (0.796) which 
indiçâtes the probability of increasing in the new 
deaths. 
 

Summary statistics for the new death and new confirmed cases time series

Max Mean S.D C.V  
(%) 

Skwnes Kurtosis JB statis
(**)

 147 141 95.9 0.796 2.362 13.11
19906 5471 5580 102.2 0.976 2.892 17.05

bera test for normality, (**) indicates statistically significant for p- value <0.001
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Fig. 2. Dynamics and structural changes of the new cases and new death time series; mu1 and 
mu2 are (respectively) the average (mean) number of cases (deaths or confirmed cases) for 

the first regime in red (or cycle) and second regime in green 
 

Table 2. Estimation of Model parameters 
 

Source Value Standard 
error 

t Pr > |t| Lower bound 
(95%) 

Upper bound 
(95%) 

Intercept 13.2921 4.9170 2.7033 0.0080 3.5425 23.0416 
Newcase 0.0245 0.0006 38.7830 < 0,0001 0.0232 0.0257 
Note: the coefficient of determination�� = 0.937, the p-value of the F-statistics is< 0.005, we accept this model 

 
For normality assumption, the kurtosis is  nearly 
than in a normal distribution, this assumption is 
an important one to fit the ARIMA models; in 
contrast the skewness measures (0.79 and 0.97) 
for both new cases and new deaths time series 
indicate data are skewed right in Fig. 2. 

 
3.1 What about the Correlation between 

Dynamics in Confirmed New Cases 
and Specific New Deaths? 

 

As logical and biological facts, there is a 
relationship between the number of the 
confirmed new cases and numbers of death 
caused by a specific disease. Statistically, the 
functional form of this relationship varies from a 
disease (or a pandemic) to other. In case of 
COVID-19 data from India, we estimate the 
cross-correlation function (CCF), which is a 
generalization of simple correlation coefficient 
between these two variables. The results are 
shown below, 
 

The CCF depicts a positive and symmetric 
(compared to simple correlation at lag 0) 
correlation through the lags 
[−20, −19, … ,0, … ,19,20].  When we jump to the 
causal inference, we run a simple linear 

regression model to estimate the effect of the 
new cases (NC) variable on the new number of 
deaths (ND), the estimation results are 
summarized in Table2. 
 

The utility of such modeling reside in predictive 
the future death cases and the imputation of 
missing observations for the two time series; for 
more reliability and result accuracy, we can 
simply generalize the estimation of this 
relationship for other countries. It indicates that 
lag regression relationship between new total 
cases and new deaths. 
 

3.2 Time Series Modeling and 
Forecasting 

 

According to the partial autocorrelation functions 
(PACF), which has been considered important in 
data analysis and modeling, especially to identify 
the lag extending in Box-Jenkins approach, to 
indentify the stationary of data set. From Fig. 3, 
the new cases time series on day (t) depends 
only and strongly with the past days (t-1) 
confirmed new cases. In contrast, the 
dependence structure of the new death time 
series is featured by a positive multi-lagged 
dependence (three days). 
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Fig. 3. Displays the cross correlations from both positive and negative lags. The value at lag 0 
is the simple correlation between these two variables, it 

 

Table 3. Estimation accuracy
 

Time Series Method ME
New Cases FTS -

ARIMA(3,2,3) 62.41
 ANN 19.22
New Deaths FTS -

ARIMA(1,1,1) -
 ANN 7.23

Notes. The optimal ARIMA models have been selected according to the info
 

Table 4. Prediction of confirmed new cases and new deaths in India for the

 

Time series Date 
New cases 08-07-2020 

09-07-2020 
10-07-2020 
11-07-2020 
12-07-2020 
13-07-2020 
14-07-2020 

New deaths 08-07-2020 
09-07-2020 
10-07-2020 
11-07-2020 
12-07-2020 
13-07-2020 
14-07-2020 

Notes: the forecasts were estimated by

According to fitting adequacy for both new cases 
and new deaths time series, we see clearly from 
Table3 that the ARIMA model fit better the data 
compared with Fuzzy time series models.
 
Table 4 and Fig. 4 depicts the forecast results for 
the nearest future of virus spread in India 
measured by the new cases and new deaths 
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the cross correlations from both positive and negative lags. The value at lag 0 
is the simple correlation between these two variables, it equals 0.9668

Estimation accuracy measures for the three methods 

ME RMSE MAE MASE
-641.1 917.6 773.9 1.723
62.41 436.55 34.97 0.843
19.22 38.22 23.12 0.564
-14.55 66.86 39.8 1.891
-0.141 31.08 21.10 0.927
7.23 614.66 145.33 4.239

. The optimal ARIMA models have been selected according to the information criterion: BIC and AIC

Prediction of confirmed new cases and new deaths in India for the period (08
07 2020) 

FTS ANN ARIMA
21085 22458 21849
20038 22664 22537
19245 22870 24224
18977 23076 26595
19583 23282 27840
20665 23488 27368
21743 23694 26405
505 480 457 
534 505 456 
558 492 462 
580 496 466 
599 501 470 
618 508 474 
636 511 478 

the forecasts were estimated by the R program 
 

According to fitting adequacy for both new cases 
and new deaths time series, we see clearly from 
Table3 that the ARIMA model fit better the data 
compared with Fuzzy time series models. 

Table 4 and Fig. 4 depicts the forecast results for 
the nearest future of virus spread in India 
measured by the new cases and new deaths 

dynamics over the last 3 months. We stated that 
the three statistical methods provide us nearly 
the same expected trajectory of the virus in India. 
The common feature is a positive dynamics 
especially in term of daily new deaths caused by 
this virus, where the ANN models seem to expect 
a speed dynamic compared with other two 
methods (FTS and ARIMA). 
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Fig. 4. Plots forecasts results for new cases and new deaths time series by the three methods 
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4. CONCLUSION 
 
This paper deals with modeling and forecasting 
for the short-term trajectory of the COVID-19 in 
India, where the Artificial Neural Network model, 
Fuzzy Time Series and Box-jenkins approaches 
have been applied on a 4-month data of the new 
cases and new deaths. Also, in the last four 
months, India has deployed lot of medical 
facilities due to death rate decreased over the 
time. The results indicate and predict a upwards 
urge in the spread of the virus, especially in 
terms of deaths over the next weeks. For models 
selections, the ARIMA and FTS are found more 
appropriate to forecast the virus trajectories. 
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