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ABSTRACT

Aims: An improved Clinical Decision Support System is developed to classify the tumor
and identify the different stages of the breast cancer.
Methodology: In this paper, we analyze and compare the performance of a developed
system that takes the breast density information into account. The advantages of
consideration of this breast density information will be highlighted. Our proposal is based
on multi-resolution Gray Level and Local Difference (GLLD) for feature extraction. Once
the descriptors are extracted, Artificial Neural Network (ANN) are used for classifying the
detected masses according to their corresponding stages.
Results: The accuracy of the proposed system has been verified and found that the Area
Under the Curve (AUC) of 99.5% can be achieved for tumor staging when considering the
information of beast density and applying the multi-resolution GLLD as texture descriptor.
The proposed system may provide valuable information concerning cancer staging.

Keywords: Breast density; artificial neural network; cancer staging, multiresolution gray level
and local difference.
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1. INTRODUCTION

Breast cancer is still considered as a major health problem. Early detection of malignancy
can potentially ameliorate breast cancer prognoses and it may also reduce female mortality.
Radiologists rely heavily on computer-aided detection/diagnosis systems (CAD) which are
very helpful in the breast lesion detection and classification [1,2]. These systems are referred
as CADe systems; whereas computer-aided diagnosis system as CADx systems. Because
the automated mammogram lesions interpretation is still delicate, the development of
reliable and robust CAD systems is of great importance. Which renders the issue more
complicated is presence of dense breast tissue. The latter may make suspicious areas
almost invisible and leads to its misinterpreted as calcifications or masses [3,4]. In [5,6],
interest has been focused on investigating breast tissue density since wolfe discovered [7],
the link between mammographic parenchymal patterns and the risk of developing breast
cancer. There exist a lot of research articles describing epidemiological studies such as
breast cancer risk estimation [8], and diagnosis support by content-based retrieval [9,10] that
is based on tissue density information. Thus, our research focuses on the classification of
breast tissues. It, also, reaches around the development of CAD algorithms for breast
lesions automated analysis. Recent studies have proven that if the breast density
information is considered, the CAD system performance is improved [11,12].These studies
demonstrate a CAD system total sensitivity of 88.5% with an accuracy of 78%. In density
type 3 and 4, the CAD’s sensitivity was usually low. In masses having density 3, the
specificity was 79%; whereas, it was 45% in those with density 4. For microcalcification
present in the density four types and for masses having density 1 and 2, the specificity was
up to 80%. Therefore, adjusting the lesion detection algorithm input parameters is necessary
to control its sensitivity, which depends on the type of tissue to reduce false-positive
detections, especially in dense tissue, at the same detection rate.

Several studies concerned with the breast tissue classification have been detailed in the
literature [13]. According to the American College of Radiology BIRADS [14] the images are
divided into four categories: The first one is entirely fat, its glandular tissue is less than 25%.
For T. II breast density, there exist scattered fibroglandular tissues which range from 25 to
50% of the breast. Dense tissue in T. III varies from 50 to 75%. The final category of breast
density means that the breast has more than 75% glandular and fibrous tone. The
characteristics utilized for the classification process are based on texture information. The
most efficient features for characterization are extracted from the histogram of gray level and
the patters of texture [15]. Some studies have shown that the information of histogram alone
is not sufficient to classify mammograms according to the categories of BIRADS [16].

The remaining part of this article is organized as follows: The second section presents the
problem overview in the literature. Section 3 shows the methods and materials utilized in this
work. These consist of feature extraction procedure, the statistical analysis, the tested
classifiers, the testing procedure and the training one, and the used experimental database.
In section 4, we explain the classifiers integration into the CADe and the implementation of
the system. Availability mode and system requirements are illustrated in the fifth section.
Section 6 shows the obtained results with the proposed methods. Section 7 presents brief
conclusions.
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2. MATERIALS AND METHODS

2.1 Effect of Density Pattern on the Estimation of Cancer Stage

Breast density is estimated according to the conventional BIRADS categories [17].

 BIRADS I: Generally entirely fatty breast
 BIRADS II: Presence of some fibroglandular tissue
 BIRADS III: Heterogeneously dense breast tissue
 BIRADS IV: Extremely dense breast tissue

Fig. 1 illustrates the flow diagram of the proposed system.

Texture features are extracted using the LBPV approach from the different tissues and used
to characterize mammograms. These mammograms are then classified according to the
conventional BIRADS categories using the ANN classifier.

2.1.1 Feature descriptor

The local binary pattern (LBP) is an operator transforming the input data into an image of
integer labels which describe small-scale appearance of the image. These labels, most
frequently the histogram, are then applied for image analysis. The local binary pattern
operator, introduced in 1996 by Ojala et al. [18], was based on the hypothesis that texture
has two complementary aspects, the pattern and its corresponding strength.

The original version of the LBP operator was applied in a 33 . block of an image. The pixels
of this block were first thresholded by the value of the central pixel, then they were weighted
by powers of two and finally summed to obtain the label for the central pixel.

For each block, the neighborhood consists of 8 pixels. So, a total of 82 labels may be
obtained depending on the value of the pixels of the neighborhood.

The original version of the LBP was extended in a new generic revised form, then, in 2002
by Ojala et al. [19]. This Generic LBP Operator puts no limitations to the neighborhood size
or to the sampling points number. The derivation of the generic LBP as detailed below
follows that of Mâenpââ et al. in 2005 [20].

Let's consider an image I(x,y) and cg the gray value of the pixel (x, y):

),( yxIgc  (1)

Let pg be the gray value of a sampling point in a circular neighborhood. P corresponds to the

number of sampling points and R is the radius around the point (x, y):

1,...,0),,(  PpyxIg p
(2)
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)2(cos pRxpx  (3)

)2(sin pRypy  (4)

The local texture of an image I(x,y) may be characterized by a joint distribution of the gray
values of p+1 pixels:

0),,...,,,( 110 

PggggT Pc (5)

The center pixel value may be subtracted from the neighborhood as follows:

),...,,,( 110 cPccc gggggT gg 


(6)

Furthermore, the joint distribution may be approximated by estimating the center pixel
statistically independent of the obtained differences; this allows a factorization of the
distribution:

),...,,(( 110) cPccc ggggtgT gg 


(7)

)( cgt corresponds to the intensity distribution of I(x,y). Thus, the joint distribution of
differences may be noted as:

),...,,( 110 cPcc
ggggtT gg 


(8)

Only the signs of the differences are considered to define the LBP code:

))(),...,(),(( 110 cPcc
ggsgsgstT gg 


(9)

)(zs corresponds to the thresholding, it is defined as:




 


0,1
0,0

z
zzs (10)

The LBP operator was derived from the obtained joint distribution. As in the case of the basic
LBP, it was obtained by summing the differences multiplied by powers of two.

So, the RPLBP , operator is defined as:

p

cpccx ggsyLBP

P

p
PP 2)()

1

0
, ,( 







(11)
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The signs of the differences in each neighborhood is a P bit binary number, P2 is distinct

values in the lbp code. Therefore the texture, is so approximately described with P2 bin
discrete distribution of the LBP codes:

)),(( , ccRP yxLBPtT 
(12)

The RPLBP , operator produces P2 output values corresponding to P2 different local binary
patterns that may be assembled by P pixels in the neighborhood. During image rotation, pg

will move around cg .It is generally assigned to be the value of the central element (0,R). The

rotation of a binary pattern results in a new RPLBP , value but this is not true for patterns
composed only of 0's or 1's. To remove rotation effect, we define [20]:





  1,...,1,0),(min ,, PiiLBPRORLBP RP

ri
RP (13)

Where ROR(x,i) achieves a circular right shift on the bit P with a value x, i times. For image
pixels, this corresponds to the rotation of the neighbor set clockwise. ri

RPLBP , quantifies the
occurrence statistics of individual rotation invariant patterns which correspond to  certain
micro-features in the image. Thus, the patterns may be considered as feature detectors.

The ri
RLBP ,8 may have 36 different values. For example, patterns in which LBP value is 0

corresponds to a bright spot.

The LBP code for each neighborhood is formed and its decimal values are computed. They
represent local information of texture. Black and white circles correspond respectively to bit
values of 0 and 1.

We may notice that certain local binary patterns correspond to fundamental properties of
texture, providing vast majority of all 3.3 patterns presented in the textures. These
fundamental patterns are called "uniform".

To define the "uniform" patterns, we introduce the uniformity measure  RPLBPU , . This latter
corresponds to the number of spatial transitions in the pattern.

We designate patterns that have  RPLBPU , value at most 2 as "uniform" and we propose the

following operator instead of ri
RPLBP , .

 

























1

0
, 2)(

1

2
,

P

p
RPcp LBPUifggs

otherwiseP

riu
RPLBP

(14)
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Where






 


1

1
())(), )(()(

101

P

i
ggssgRP cPcpccp ggsgggsLBPU

(15)

The supersript
2riu

reflects the use of the rotation invariant uniform patterns that have
 RPLBPU , value at most 2.

RP

riu
RP

VAR

LBP

,

2
, is a local contrast information descriptor of exploiting the complementary features of

local spatial patterns and contrast [21].

High frequency textural information regions usually have higher variances; they contribute
more to the image discrimination. Thus, LBPV presented to characterize the local contrast
information into a one-dimensional LBP histogram in which RPVAR , is used as an adaptive
weight to adjust the LBP descriptor contribution in histogram calculation.

The local binary variance code histogram is calculated as follows:


 



N

i

M

j

riu
RP KkkjiLBPLBPV RP

1 1

2
, ],0[),),,((, 

(16)








kjiLBPjiVAR
otherwise

riu
RP

riu
RPRPkjiLBP

),(,),(
0

2
,

2
,,)),,((

(17)

Although LBP operator is locally operated; it has a good ability to summarize the different
global or local densities in the image. Fig. 2 demonstrates such ability. As shown, each
density in a mammogram image can be presented by a different mammogram. Thus, LBPV
is considered as a good descriptor candidate that can ultimately handle the different
densities in the mammographic images.
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Training step

123 mammograms from FDDSM database for the training set:

123 mammograms from FDDSM database for the test set:

+

Fig. 1. The proposed methodology for tumor classification and stage identification

LBPV and ANN Breast tissue classification

Breast tumor classification

LBPV Features from mammograms

Stage identification

Multiresolution GLLD for texture feature extraction

Size of tumor

FDDSM Database

Breast density classification

Digitized Image

ººº…
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ACR/BIRADS 1

* ACR/BIRADS 2

ACR/BIRADS 3

ACR/BIRADS 4

Fig. 2. Density classification of samples from FDDSM database

2.1.2 Classification module

Usually, the ANN is viewed as system information composed of interconnected elements
that consist a network. Its main function is to adjust weights between neurons.
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If Txdxxx ),...,2,1( is an input vector and Td ),...,2,1(   the weight vector, so the
output is computed as follows:






d

i

T bxgxgy iib

1

)()( 
(18)

Where g (.) is specifically a sigmoïdal activation function presented by:

1)1()(  xexg (19)

Table 1. Target of the ANN

Output Y4 Y3 Y2 Y1
ACR/BIRADS I 0 0 0 1
ACR/BIRADS II 0 0 1 0
ACR/BIRADS III 0 1 0 0
ACR/BIRADS VI 1 0 0 0

We calculate the LBPV vector for each mammogram. These features are then utilized as
neural network inputs in the classification stage.

To evaluate the training effectiveness, we measure the error by the following equation:

samplesofnumber

I
E

n

i
I TN 


 1
)(

……………………………………………………………….(20)

Where NI is the image which results from ANN output; whereas TI is the target. After the
training steps, generalization error is evaluated according to different features and network
conditions. Table 2 presents the details of the MLP network.

Table 2. Characteristics of the ANN

Activation function Sigmoid function
Hidden layer 1
Number of hidden units 20
Input neurons 512
Output neurons 1
Number of iterations 10000

Once the stage of tissue classification is done, the density of the breast is automatically
estimated. The following CAD system is considered with the aim to take the obtained breast
density into account, thus this is accomplished by classifying the initial database according
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to breast density estimation. When a mammogram is analyzed, density information may be
attained from:

1. Manual annotation delineated by a radiologist.
2. Automatic estimation, in this case mammogram density is estimated by the

algorithm explained previously.

These strategies are compared in the experimental section. For most cases, automatic
estimation agrees with expert annotation, but in this analysis, we will present the main
differences in CAD performances when using manual and automated automatic breast
density estimation.

2.2 Identification of the Stages of Cancers

2.2.1 Estimation of tumor growth

The various stages of cancer may be distinguished by the growth of tumor size [22]. The
tumor stages are identified from stage 0 to stage 4.

Stage 0: This stage depicts non-invasive breast cancer, representing no confirmation of
cancer cells.

Stage 1: This stage characterizes the tumor at its initial growth; in this case the cell
multiplication rate is slower. The tumor size is less than 20mm.

Stage 2: The tumor size is between 20 and 60mm. Here the development of the tumor is
relatively vigorous than the former stage, the cell multiplication is at a rapid
progress.

Stage 3: The tumor size is larger than 60 mm and can be attached to the surrounding
structures. The growth rate of the tumor in this stage is very quick.

Stage 4: Tumor of any size growing into the chest wall or skin. This includes inflammatory
breast cancer.

From the Fig. 3 it is noticed that, the various stages are measured depending on the size of
the tumor. If the tumor size is less than 20mm, it is considered in the initial stage (stage 1).
The tumor of size among 20–60mm is considered as prudence (stage 2). The tumor of size
between 60–80mm is considered as dangerous tumor (stage 3).The increase of the size of
the tumor above 80mm is a sign of emergency (stage 4).

2.2.2 Principle of the multiresolution GLLD

The major disadvantage of the GLLD is its limited spatial support area. Features computed
in the local 3×3 neighborhood cannot capture the large-scale structures that may be
dominant features of most of the textures. Nevertheless, the obtained GLLD codes are not
absolutely independent of each other. Each GLLD code limits the set of its adjacent codes,
making the area of the single code slightly larger than 3×3 pixels. Thus, the operator is not
so robust against the local changes in produced texture. Thus, for the discrimination of the
tumor stage we need a new operator presenting a larger spatial support area is needed.

A simple, yet efficient way to enlarge the spatial support area is the combination of the
obtained information by N GLLD operators while varying P and R values. Therefore, each
pixel in the texture image gets as input N different GLLD codes. The concatenation provides
the most accurate information.
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Fig. 3. Size of tumor through various stages

The GLLD [23] is based on three proposed types of features. The proposed image is
presented as the central gray level and the local difference. The attained local difference is
decomposed into two components as follows:

ppp smdiff .
(16)

where the first component corresponding to the sign component is computed as follows:










0,1
0,1. p

pp
diff
diffs (17)

and the magnitude component is computed as the modulus of the difference.

Consequently, three new operators named CGLLD, SGLLD and MGLLD were obtained.
Then, the obtained codes were joined to form the final GLLD feature map. Finally, the
obtained histogram can be built and the nearest neighborhood classifier is applied for texture
classification.

The MGLLD operator is defined as:

pP

p
cmtMGLLD pRP 2),(

1

0
, 




(18)




 cx

txcxt ,1
,0),(
 (19)

However CGLLD is defined as:
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),(, IcmeanRP cgtCGLLD 
(20)

where Ic represents the threshold. It represents the mean gray level of the input texture
image.

Each code carries specific information about the texture; we combined them and we obtain
CGLLD feature. The rotational invariant CGLLD uniform version was applied.

In 2012 [23], we applied the GLLD for mass detection of mammographic images, According
to the size of the lesion, we used six groups of Regions of interest (ROI) images,
corresponding to the following mass sizes intervals: < 10 mm, (10−60) mm, (60−120) mm,
(120−190) mm, (190−270) mm,> 270mm. The number of masses in each interval was 28,
32, 37, 57, 69, and 33, respectively. Note we are dealing with different lesion sizes, an
important aspect for correctly classifying the masses. The proposed approach leads to good
results, however, we want to clarify that our approach outperforms in cases of masses with
size lower than 120 mm. To overcome this limitation, we propose in this paper to extend the
GLLD approach to a multi-resolution version knowing that multi-resolution analysis allows to
exploit additional discriminant information. Fig. 4 shows an example of segmented ROIs
generated by the experienced radiologists.

Fig. 4. Mass ROI



Annual Research & Review in Biology, 4(23): 3440-3458, 2014

3452

Fig. 5. Illustration if the principle of the multiresolution GLLD

Computation of GLLD
histograms from mass ROI
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3. RESULTS AND DISCUSSION

The images from FDDSM database [24] and from DDSM database [25] have been
considered in the development of the decision system. Results have been divided in two
main classes, one evaluating density classification and other evaluating the results of breast
cancer staging with consideration of breast tissue classification cancer staging with
consideration of breast tissue classification.

3.1 Density Classification Results

The proposed approach correctly marked 94% (115/123) of mammogram density. LBPV and
ANN correctly marked 100% of cancers in fatty breasts, 95% of cancers in breasts
containing scattered fibroglandular densities, 93% of cancers in heterogeneously dense
breasts, and 60% of cancers in extremely dense breasts. Table 3 presents the confusion
used to tabulate the true positive, false positive, true negative, and false negative rates for a
classifier. These results are summarized in Table 4.

Table 3.  A confusion used to tabulate the true positive, false positive, true negative,
and false negative rates for a classifier

Belonging to the BI-RADS
category in question

Belonging to BIRADS
category

positif test True positives False positives
Negatif test False negatives True negatives

Table 4. Automatic BI-RADS Breast Density classification

BI-RADS breast density Results of classification
BIRADS I

BIRADS II

BIRADS III

BIRADS IV

belonging to
BI-RADS I

not belonging to
BI-RADS I

positif test 6 0
Negatif test 0 0

belonging to
BI-RADS II

not belonging to
BI-RADS II

positif test 63 .0
Negatif test 2 0

belonging to
BI-RADS III

not belonging to
BI-RADS III

positif test 43 1
Negatif test 3 0

belonging to
BI-RADS IV

not belonging to BI-RADS IV

positif test 3 0
Negatif test 2 0

3.2 Influence of Taking Breast Density into Account for Final Classification of
Rois

The performance of this system has been evaluated in terms of sensitivity and specificity.
The sensitivity corresponds to the probability that a diagnostic test is positive, given that the
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person has the disease. Specificity corresponds to the probability that a diagnostic test is
negative, given that the person does not have the disease [21]. The Receiver Operating
Characteristic (ROC) is a plot of sensitivity against (1—specificity). The texture features have
been given as input to the multilayer back propagation neural network for classification. The
area under the ROC (AUC) curve is an important parameter to determine the overall
classification accuracy in the different stages of the proposed system.

The FDDSM database is composed by normal and abnormal cases; we use the ROC curve,
which has been proven to provide a more robust analysis in such cases [26]. In Fig. 6, we
obtained an AUC 0.93 without considering breast density information and 0.99 when using
automatic density annotations The use of breast density information significantly increases
the performance of the proposed system, and the use of automatic density estimation
outperforms the use of manual annotations.

Fig. 6. ROC curve

It should be clear that the inclusion of the information of breast density increases the
detection rate for all mass sizes. The advantage of taking breast density into account may be
explained by analyzing the new detected masses when considering this additional
information. In fact, for mammograms of low density, some masses are not detected
because they are confused as accumulations of a dense tissue, so training with only cases
of low density avoids this confusion.

However, for mammograms of high density, on the one hand, the system learns that masses
edges are more subtle than edges in the cases of fatty mammograms. On the other hand,
the training is restricted to dense mammograms, so the system is able to distinguish some
masses with low contrast that otherwise may be missed.
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Table 5. Results of cancer staging

Size of the Tumor(mm) Datab
ase

Size1:
<20

Size2:
(20-60)

Size3:
(60-120)

Size4:
(120-190)

Size5:
(190-270)

Size6:>
270

Mean

Stages 1 2 3 and 4
 Oliver et al. [7]
 Oliver et al. [8]
 Gargouri et al. [4]


ANNGLLD 

 3,242,161,8

(with automatic density
information)


ANNGLLD 

 3,242,161,8

(with automatic density
information)

 Expert Radiologist

DDSM
DDSM
DDSM

FDDS
M

DDSM

DDSM

0.53
0.81
0.98

0.97

0.96

0.80

0.7
0.83
0.99

0.99

0.92

0.76

0.7
0.87
0.97

0.95

0.93

0.82

0.68
0.84
0.92

0.97

0.96

0.93

0.72
0.89
0.93

0.99

0.97

0.92

0.83
0.93
0.9

0.96

0.99

0.95

0.7
0.86
0.94

0.97

0.95

0.86
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3.3 Results of Cancer Staging

Table 5 above illustrates the results of mass classification when applying the proposed
system with breast density information. In our previous studies [4], the obtained AUC for
some mass sizes was less than 0.9, so, the system previously developped, allows a good
detection of mass versus non-mass but it is not able to classify these masses according to
their sizes properly. In Table 5 we present a comparison of our technique with another work
to prove that our method is better than the other. The comparison is based on area under
roc curve (Az). All compared studies use publicly available image databases. It’s obvious
that for the public and local database used, this methodology proves robust and generic
classification of ROI’s into mass class non-mass one, and promotes the reduction of false
positives. For instance, the works of Oliver et al. [25] obtained Az values of 0.7 and 0.86
respectively. We notice that better performances were clearly obtained using our proposal.
Consequently, it is generally difficult to define a priori universal resolution for the ROIs to be
used for texture analysis. However, it may be expected that the multi-resolution analysis is
beneficial when dealing with the aforementioned problem because it could provide a scale-
invariant interpretation of the proposed region of interest. The multiresolution analysis with
consideration of the information of breast density allows to improve the detection rate for
some cases of masses with size >120mm.

The ANN with more weights model has a more complex function, and is therefore prone to
over-learning for train test. Then it’s important to present effectiveness (AUC) of the model
for the train set (123 samples) and for the test set (123 samoles), separately. However, we
want to clarify that all the methods used the same databases, and, therefore, our aim is to
provide a general view of the different systems performance.

There are some aspects we would like to bring attention to. The first aspect is the
computational cost of the different experiments. If we take into consideration the breast
density information, the system computational time does not increase considerably. The
second aspect is the data applied to test the proposed system. According to the size of the
mass lesion, we classify them into six groups of Regions of Interest (ROI) images,
corresponding to the previously mentioned mass size intervals. The number of masses in
each size was 28, 32, 37, 57, 69, and 33, respectively. The final decision on different
categories is confirmed by expert radiologists. This latter is satisfied of the results obtained
when using the proposed system. The latter provides a "second read" of the mammogram to
support the radiologist's interpretation.

4. CONCLUSION

The computer aided diagnosis system to identify the stages of cancer has been developed
and validated with various samples. It is concluded from the analysis that the use of the
breast density information is a significant factor to improve the results of classification of
tumor. Further, it is seen that the stages of the breast cancer can also be predicted using the
Information of the proposed system based on the multi-resolution GLLD descriptor. Based
on our experimental results, the proposed feature extraction has proven to be significant for
the purpose of FP reduction in the different mass size. Thus, this proposes system could
considerably improve radiologists’ accuracy in the characterization of breast tumor and in the
identification of the stage of cancer.
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