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ABSTRACT 
 
In this article we proposed a new data gathering exponential ratio type estimator for the estimation 
of finite population mean under systematic sampling .The mean square error of the suggested 
estimator is computed up to the first degree of approximation and we find suggested estimator is 
efficient as compared with existing estimators. Furthermore this result is supported by numerical 
examples as well.  
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1. INTRODUCTION 
 
“In the literature of survey sampling, a simple 
technique of utilizing the known information of 
the population parameters of the auxiliary 
variables is through ratio, product, and 
regression method of estimations using different 

probability sampling designs such as simple 
random sampling, stratified random sampling, 
cluster sampling, systematic sampling, and 
double sampling. In the present paper we will 
use knowledge of the auxiliary variables under 
the framework of systematic sampling. Due to its 
simplicity, systematic sampling is the most 
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commonly used probability design in survey of 
finite populations; see W. G. Madow and L. H. 
Madow” [1]. Apart from its simplicity, systematic 
sampling provides estimators which are more 
efficient than simple random sampling or 
stratified random Sampling for certain types of 
population.   
 
Hajeck [2], Cochran [3] and Gautschi [4]. later on 
the problem of estimating the population mean 
using information on auxiliary variable has also 
been discussed by various authors including 
Quenouille [5], Hansen et al. [6], Swain [7], 
Banarasi et al. [8], Kadilar et, al. [9], Robson 
[10], Singh et, al. [11], Singh et, al. [12], Singh 
at, al. [13], Singh et al. [14], Kushwaha et, 
al.[15], Khan at, al. [16], Khan et, al [17], Singh 
[18], Shukla [19], Koyuncu et, al. [20], R. Singh 
et al. [21], R. Singh et al. [22], Bahl et, al. [23], 
Srivastava et, al. [24], Tailor et al. [25], and Ozel 
Kadilar, et, al. [26]. 
 
 Consider a finite population 
                 of size N units. A sample 

of size n is taken at random from the first   units 

and every  
th
 subsequent unit then, N =    

where   and   are positive integers thus, there 
will be   samples each of size   and observe the 

study variate   and auxiliary variate   for each 
and every unit selected in the sample. 
 

Let                                             

indicate the value of  
th
 unit in the  

th
 sample. 

Then, the systematic sample means are defined 
as follows: 
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    unbiased estimators of the 

population means 
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To obtain estimators upto first order of 
approximation, using the following errors terms:  
 

                 

                 

                 

                                  
And 
 

    
   

    
 

    
   

    
 

    
   

    
 

  
     

  

 

   
     

  

 

  
 

             

  
 
             

  
 
             

    
  

 

  
 

 

  
   

  
 

  
 

 

  
   

  
 

  
 

 

 
Where  
 
           are intra class correlation among the 

pair of units for the variables y,x and z. 
 

2. ESTIMATORS IN LITERATURE 
 
In this part, we consider some estimators of the 
finite population mean in the sampling literature 
[27-29]. The variance and MSE’s of all the 
estimators computed here are obtained upto first 
order of approximation. 
 
The variance of the unbiased estimator for 
population mean is  
 

       
                                                                             

 
Swain [18] and Shukla [19] suggested the 
classical ratio and product estimators for finite 
population mean by are given by  
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The mean square errors upto first orders of approximation are given as follows: 
 

                                                                                                                                      

 
 

                          
                                                                                                               

 
Singh et al. [23] suggested the following ratio and product type exponential estimators as: 
 

           
       

       
                                                                                                                                    

 

           
       

       
                                                                                                                                     

 
The mean square errors upto first orders of approximation are given as follows: 
 

                 
  

 
                                                                                                                  

 

                 
  

 
                                                                                                                  

 
Tailor et al. [23] define the following ratio-cum product estimator as: 
 

        
  

    
  

    

  
                                                                                                                                          

 

The MSE upto first order of approximation, is given by  
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2.1 Proposed Estimator  
 

In this section, motivated Kadilar (2016) we proposed estimator for population mean under systematic 
sampling as given by : 
 

         
    

  
 
 

    
       

       

                                                                                                                   

 

To obtain estimators upto first order of approximation, using the following errors terms:     
   

   
   

   

 

    
     

   
  

           
    

   
  

 

Where,    
   

  
  



 
 
 
 

Ganie et al.; JSRR, 28(10): 148-153, 2022; Article no.JSRR.86083 
 
 

 
151 

 

Expressing (2.2) in terms of e’s 
 

                  
     

            

            
  

                  
     

  
 

   
  
 
 
  

                                                                                          

 

                  
     

  
 

   
  
 

 
  

 

 
     

 

                   
      

 
  

        
  
 

   
  
 

 
  

 

 
                       

 
From (2.4) 

              
      

 
  

  
  
 

 
   

 

 
 

   
 

 
          

    
 

                                           

 
Squaring (2.5) on both sides and then taking expectation, the MSE of the estimator        
 

                 
   

 
            

  

 
 

  

 
                                                                   

 
Obtain the optimum   to minimize          . Differentiating            w.r.t   and equating the 

derivative to zero. Optimum value of   is given by: 
 

   
        

   

 

 

Using the value of      in (2.6), we get the minimum value of        
 

                        
                                                                                                                         

 

It follows from (2.7) that the proposed estimator      at its optimum condition is equal efficient as that 
of the usual linear regression estimator. 
 

2.2 Efficiency Comparisons   
 

In this section, the MSE of traditional estimators   ,  ,   ,   ,   and   are compared with the MSE of 

proposed estimator     . 
 
From (1.1) - (2.0) and (2.1) 
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Table 1. The percent relative efficiency of different estimators with respect to    
 

Population 

Estimator MSE(  )            
   
   
   
   
   
   
    

1455.08 
373.32 
768.06 
820.09 
1044.42 
187.08 
43.88 

100.00 
389.62  
189.45 
177.43 
139.32 
777.79 
3316.04 

 

2.3 Empirical Study 
 
To examine the merits of the proposed estimator 
over the other existing estimators at optimum 
conditions, we have considered natural 
population data sets from the literature. The 
sources of population are given as follows. 
 
(Source: Tailor et al. [23]). Consider Population 
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To find (PREs) of the estimator, we use the 
following formula: 
  
                                
 
For               and    
 

3. CONCLUSION 
 
A new data gathering exponential type estimator 
is proposed under systematic sampling and the 
properties of the suggested estimator are 
obtained up to first order of approximation. It has 
been seen that the suggested estimator 
performed better than the existing estimator both 
theoretically and empirically. 
 

COMPETING INTERESTS 
 
Authors have declared that no competing 
interests exist. 

ACKNOWLEDGMENTS 
 
The research was supported by 
JKST&IC/SRE/397-400 under order no: 95 of 
2021. 
 

REFERENCES 
 
1. Madow WG, Madow LH. On the theory of 

systematic sampling. I, Annals of 
Mathematical Statistics. 1944;15:1–24. 

2. Hajeck J. “Optimum strategy and other 
problems in probability sampling,” Casopis 
pro Pestovani Matematiky. 1959;84:387–
423. 

3. Cochran WG. “Relative accuracy of 
systematic and stratified random samples 
for a certain class of populations,” The 
Annals of Mathematical Statistics. 
1946;17:164–177. 

4. Gautschi W. Some remarks on systematic 
sampling, Annals of Mathematical 
Statistics. 1957;28:385–394. 

5. Quenouille MH. Notes on bias in 
estimation, Biometrika. 1956;43:353–360. 

6. Hansen MH, Hurwitz WN, Gurney M. 
“Problems and methods of the sample 
survey of business, Journal of the 
American Statistical Association. 1946; 
41(234):173–189. 

7. Swain AKPC. The use of systematic 
sampling ratio estimate, Journal of the 
Indian Statistical Association. 1964;2:160–
164,. 

8. Banarasi SNS, Kushwaha, Kushwaha KS. 
A class of ratio, product and difference 
(R.P.D.) estimators in systematic 
sampling, Microelectronics Reliability. 
1993;33(4):455– 457. 

9. Kadilar C, Cingi H. “An improvement in 
estimating the population mean by using 



 
 
 
 

Ganie et al.; JSRR, 28(10): 148-153, 2022; Article no.JSRR.86083 
 
 

 
153 

 

the correlation coefficient, Hacettepe 
Journal of Mathematics and Statistics. 
2006;35(1):103–109. 

10. Robson DS. Application of multivariate 
polykays to the theory of unbiased ratio-
type estimation, The Journal of the 
American Statistical Association. 1957; 
59:1225–1226. 

11. Singh HP, Singh R. Almost unbiased ratio 
and product type estimators in systematic 
sampling, Questiio. 1998;22(3):403–416. 

12. Singh HP, Solanki RS. “An efficient class 
of estimators for the population mean 
using auxiliary information in systematic 
sampling, Journal of Statistical Theory and 
Practice. 2012;6(2):274–285. 

13. Singh HP, Jatwa NK. A class of 
exponential type estimators in systematic 
sampling, Economic Quality Control. 
2012;27(2):195–208. 

14. Singh HP, Tailor R, Jatwa NK. “Modified 
ratio and product estimators for population 
mean in systematic sampling,” Journal of 
Modern Applied Statistical Methods. 
2011;10(2):424–435. 

15. Kushwaha KS, Singh HP. Class of almost 
unbiased ratio and product estimators in 
systematic sampling. Journal of the Indian 
Society of Agricultural Statistics. 
1989;41(2):193– 205 vi. 

16. Khan M, Abdullah H. A note on a 
differencetype estimator for population 
mean under twophase sampling design. 
Springer Plus. 2016;5:article723:7. 

17. Khan M, Singh R. “Estimation of 
population mean in chain ratio-type 
estimator under systematic sampling, 
Journal of Probability and Statistics. 
2015;Article ID248374:2. 

18. Singh MP. Ratio-cum-product method of 
estimation, Metrika. 1967;12:34–42. 

19. Shukla ND. “Systematic sampling and 
product method of estimation,” in 
Proceeding of the all India Seminar on 
Demography and Statistics, Varanasi, 
India; 1971. 

20. Koyuncu N, Kadilar C. Family of 
estimators of population mean using two 
auxiliary variables in stratified random 
sampling, Communications in Statistics: 
Theory and Methods. 2009;38(13–
15):2398 2417,. 

21. Singh R, Malik S, Chaudhary MK, Verma 
H, Adewara AA. “A general family of ratio-
type estimators in systematicsampling, 
Journal of Reliability and Statistical 
Studies. 2012;5(1):73–82. 

22. Singh R, Malik S, Singh VK. An improved 
estimator in systematic sampling,             
Journal of Scientific Research. 2012;56: 
177–182. 

23. Bahl S, Tuteja RK. Ratio and product type 
exponential estimators, Journal of 
Information & Optimization Sciences.1991; 
12(1):159–164, 

24. Srivastava SK, Jhajj HS. A class of 
estimators of the population mean using 
multi-auxiliary information, Calcutta 
Statistical Association Bulletin. 1983; 
32(125-126):47–56. 

25. Tailor T, Jatwa N, Singh HP. A ratio-cum-
product estimator of finite population mean 
in systematic sampling, Statistics in 
Transition.  2013;14(3):391–398. 

26. Ozel Kadilar G. A new exponential type 
estimator for the population mean in 
simple random sampling. Journal of 
Modern Applied Statistical Methods. 2016; 
15(2):15:207-214. 

27. Zaman T. An efficient exponential 
estimator of the mean under stratified 
random sampling. Mathematical 
Population Studies. 2021;28(2):104-121. 

28. Zaman T, Kadilar C. Exponential ratio and 
product type estimators of the mean in 
stratified two-phase sampling. AIMS 
Mathematics. 2021;6(5):4265-4279. 

29. Zaman T, Kadilar C. New class of 
exponential estimators for finite population 
mean in two-phase sampling. 
Communications in Statistics-Theory and 
Methods. 2021;50(4):874-889. 

_______________________________________________________________________________ 
© 2022 Ganie et al.; This is an Open Access article distributed under the terms of the Creative Commons Attribution License 
(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

 
 

 

Peer-review history: 
The peer review history for this paper can be accessed here: 

https://www.sdiarticle5.com/review-history/86083 

http://creativecommons.org/licenses/by/4.0

